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Summary

In this report we study the computational problem of determining existence of pure, symmetric Nash equilibria in concurrent games as well as in symmetric concurrent game structures. Games have traditionally been used mostly in economics, but have recently received an increasing amount of attention in computer science with applications in several areas including logic, verification and multi-agent systems. Our motivation for studying symmetric Nash equilibria is to let the players in a game represent programmable devices and let strategies represent programs. Nash equilibria then correspond to a system where all devices are programmed optimally in some sense, whereas symmetric Nash equilibria correspond to systems where all devices are programmed in the same way while still preserving the optimality. The idea of modelling the interaction in distributed systems by means of games is in many cases more realistic than traditional analysis where opponents are assumed to act in the worst possible way instead of acting rationally and in their own interest.

Symmetry in games has been studied to some extent in classical normal-form games and our goal is to extend the notions of symmetry to concurrent games and investigate the computational complexity of finding symmetric Nash equilibria in these games. A number of different settings and types of symmetry are introduced and analyzed. Since infinite concurrent games have not been studied thoroughly for a lot of years yet there are still many unexplored branches in the area. Some of the settings studied in the report are completely new, whereas others have a lot of resemblance with problems that have already been analyzed quite extensively. In this case we can reuse some of the same proof techniques and obtain similar results.

Initially, we will study the problem of finding pure Nash equilibria in concurrent games where every player uses the same strategy. This
work closely resembles the work done in [2, 3, 4, 5] where the problem of finding pure Nash equilibria in concurrent games are studied. We provide a number of hardness proofs as well as algorithms altered to handle the requirement that every player must use the same strategy for a number of different objectives. In these problems we obtain the same upper and lower bounds as in the non-symmetric case.

We then proceed to define concurrent games where the symmetry is built into the game, which means that the games should be the same from the point of view of every player and that players should in some sense be interchangeable. Here we still keep perfect information and only let players act based on the (sequences of) global states of the game. In this section we question a definition of symmetry in normal-form games provided in [8] when trying to extend the notion of symmetry to concurrent games. We also prove that in our definition of a symmetric concurrent game there does not necessarily exist a symmetric Nash equilibrium in mixed strategies as is the case for normal-form games.

In the last part of the report we present a family of games which we call symmetric concurrent game structures in which each player controls his own personal transition system. Each player also has some information about the state of the other players and has objectives that concern both the state of his own system as well as the other players. The setting is quite general with possibility of incomplete information and even of making teams of players with the same objectives, while still retaining symmetry between the players. In the general case we prove undecidability of the existence problem of (symmetric) pure Nash equilibria even for two players and perfect information. It follows that finding pure Nash equilibria in concurrent games is undecidable, which was already known but with a different proof. We also show that in some sense the existence problem for symmetric pure Nash equilibria is at least as hard as the existence problem for pure Nash equilibria. Finally, we study the problem of finding (symmetric) Nash equilibria in \( m \)-bounded suffix strategies which is a generalization of memoryless strategies. In this case we provide a connection with model-checking path logics over interpreted, rooted transition systems in the sense that if it is decidable to model-check such a logic \( L \), then the (symmetric) existence problem is decidable when the objectives of the players are given by formulas in \( L \).

This report opens a large class of new and interesting problems regarding the complexity of computing (symmetric) Nash equilibria. In addition, some of these problems are solved while many still remain unexplored.

The report is written in English, since the author does not speak or write French.
1 Concurrent Games

1.1 Basic Definitions

The first type of game we study is concurrent games which has been studied by a number of other authors, including [1, 2, 3, 4, 5, 16]. A concurrent game in our context is played on a finite graph where the nodes represent the different states of the game and edges represent transitions between game states. The game is played an infinite number of rounds and in each round the players must concurrently choose an action. The choices of the actions of all the players then determines the successor of the current game state. An example of a concurrent game can be seen in Figure 1. This is a mobile phone game (also used in [2]), where two mobile phones fight for bandwidth in a network. They each have three transmitting power levels (0, 1, and 2) and each turn a phone can choose to increase, decrease or keep its current power level. State $t_{ij}$ corresponds to phone 1 using power level $i$ and phone 2 using power level $j$. The goal of the phones is to obtain as much bandwidth as possible, but at the same time reduce energy consumption. More formally, we define a concurrent game as follows

**Definition 1.** A Concurrent Game is a tuple $G = (\text{States}, \text{Agt}, \text{Act}, \text{Mov}, \text{Tab})$ where

- **States** is a finite set of states
- **Agt** is a finite set of agents
- **Act** is a finite set of actions
- **Mov:** $\text{States} \times \text{Agt} \rightarrow 2^{\text{Act}} \setminus \{\emptyset\}$ is the set of actions available to a given player in a given state
- **Tab:** $\text{States} \times \text{Act}^{\text{Agt}} \rightarrow \text{States}$ is a transition function that specifies the next state, given a state and an action of each player.

A move $(m_A)_{A \in \text{Agt}}$ consists of an action for each player. It is said to be legal in the state $s$ if $m_A \in \text{Mov}(s, A)$ for all $A \in \text{Agt}$. The legal plays $\text{Play}_G$ of $G$ is the infinite sequences $\rho = s_0s_1... \in \text{States}^\omega$ such that for all $i$ there is a legal move $m_i$ such that $\text{Tab}(s_i, m_i) = s_{i+1}$. In the same way the set of histories $\text{Hist}_G$ is the set of finite sequences of states that respects the Mov and Tab functions. We define the paths of $G$ as $\text{Path}_G = \text{Hist}_G \cup \text{Play}_G$. For a given path $\rho$ we write $\rho_i$ for the $i$th state of the path (the first state has index 0), $\rho_{\leq i}$ for the prefix containing the first $i$ states of $\rho$ and $|\rho|$ for the
number of transitions in $\rho$ when $\rho$ is finite. When $\rho$ is finite we also write \text{last}(\rho) to denote the last state in $\rho$. For a path $\rho$ the set of states occurring at least once and the set of states occurring infinitely many times is denoted $\text{Occ}(\rho)$ and $\text{Inf}(\rho)$ respectively.

We define a strategy $\sigma_A : \text{Hist}_G \rightarrow \text{Act}$ of player $A$ as a function specifying a legal move for each finite history. We call a subset $P \subseteq \text{Agt}$ a coalition of players and define a strategy $\sigma_P = (\sigma_A)_{A \in P}$ of a coalition $P$ as a tuple of strategies, one for each player in the coalition. A strategy for the coalition $\text{Agt}$ is called a strategy profile. We denote the set of strategy profiles $\text{Prof}_G$. Given a strategy $(\sigma_A)_{P \in A}$ for a coalition $P$ we say that a (finite or infinite) path $\pi = s_0s_1...$ is compatible with the strategy if for all consecutive states $s_i$ and $s_{i+1}$ there exists a move $(m_A)_{A \in \text{Agt}}$ such that $\text{Tab}(s_i, (m_A)_{A \in \text{Agt}}) = s_{i+1}$ and $m_A = \sigma_A(s_0s_1...s_i)$ for all $A \in P$. The set of infinite plays compatible with $(\sigma_A)_{A \in P}$ from a state $s$ is called the outcomes from $s$ and is denoted $\text{Out}_G((\sigma_A)_{A \in P}, s)$. The set of finite histories compatible with $(\sigma_A)_{A \in P}$ from a state $s$ is denoted $\text{Out}_f^G((\sigma_A)_{A \in P}, s)$. In particular, note that for a strategy profile, the set of outcomes from a given state is a singleton.

1.2 Objectives and Preferences

In our setting there are a number of objectives that can be accomplished in a concurrent game. An objective is simply a subset of all possible plays. Examples of objectives which have been analyzed in the literature include reachability and Büchi conditions defined on sets $T$ of states:

$$\Omega_{\text{reach}}(T) = \{\rho \in \text{Play}_G| \text{Occ}(\rho) \cap T \neq \emptyset\}$$

$$\Omega_{\text{Büchi}}(T) = \{\rho \in \text{Play}_G| \text{Inf}(\rho) \cap T \neq \emptyset\}$$

which corresponds to reaching a state in $T$ and visiting a state in $T$ infinitely many times respectively. We use the same framework as in [2] where players can have a number of different objectives and the payoff of a player given a play can depend on the combination of objectives that are accomplished in a quite general way. In this framework there are given a number of objectives.
The payoff vector of a given play \( \rho \) is defined as \( v_\rho \in \{0, 1\}^n \) such that \( v_i = 1 \) iff \( \rho \in \Omega_i \). Thus, the payoff vector specifies which objectives are accomplished in a given play. We write \( v = 1_T \) where \( T \subseteq \{1, ..., n\} \) to denote \( v_i = 1 \iff i \in T \). We simply denote \( 1_{\{1, ..., n\}} \) by \( 1 \). Each player \( A \) in a concurrent game is given a total preorder \( \preceq_A \subseteq \{0, 1\}^n \times \{0, 1\}^n \) which intuitively means that \( v \preceq_A w \) if player \( A \) prefers the objectives accomplished in \( w \) over the objectives accomplished in \( v \). This preorder induces a preference relation \( \sqsubseteq \subseteq \text{Play}_G \times \text{Play}_G \) over the possible plays defined by \( \rho \sqsubseteq \rho' \iff v_\rho \preceq v_{\rho'} \). Additionally we say that \( A \) strictly prefers \( v_{\rho'} \) to \( v_\rho \) if \( v_\rho \preceq_A v_{\rho'} \) and \( v_{\rho'} \not\preceq_A v_\rho \). In this case we write \( v_\rho <_A v_{\rho'} \) and \( \rho <_A \rho' \).

1.3 Nash Equilibria, Symmetry and Decision Problems

We have now defined the rules of the game and are ready to look at the solution concept of a Nash equilibrium, which is a strategy profile in which no player can improve by changing his strategy, given that all the other players keep their strategies fixed. The idea is that a Nash equilibrium corresponds to a stable state of the game since none of the players has interest in deviating unilaterally from their current strategy and therefore is in some sense rational. Formally, we define it as follows

**Definition 2.** Let \( G \) be a concurrent game with preference relations \( (\preceq_A)_{A \in \text{Agt}} \) and let \( s \) be a state. Let \( \sigma = (\sigma_A)_{A \in \text{Agt}} \) be a strategy profile with \( \text{Out}(\sigma, s) = \{\pi\} \). Then \( \sigma \) is a Nash equilibrium from \( s \) if for every \( B \in \text{Agt} \) and every \( \sigma'_B \in \text{Strat}^B \) with \( \text{Out}(\sigma[B \mapsto \sigma'_B], s) = \{\pi'\} \) we have \( \pi \preceq_B \pi' \).

The concept was first introduced in [12] in normal-form games where it was proven that a Nash equilibrium always exists in mixed strategies (where players can choose actions probabilistically), however a Nash equilibrium in pure strategies does not always exist. We will only focus on pure Nash equilibria which will be called Nash equilibria in the sequel. In this report we are not merely interested in Nash equilibria, but in symmetric Nash equilibria in which all players use the same strategy. This is motivated by the idea of modelling distributed systems as games, where players correspond to programmable devices (possibly with different goals) and strategies correspond to programs. Then a Nash equilibrium is in some sense an optimal configuration of a system, since no device has any interest in deviating from the chosen program, whereas symmetric Nash equilibria are configurations where all devices use the same program while preserving optimality. This way of modelling distributed systems is in many cases more realistic since we assume that other devices act rationally and not as worst-case opponents.
which is often done in theoretical models of distributed systems. In the setting of a concurrent game where players act solely based on the sequence of global states of the game, we define a symmetric strategy profile as follows

**Definition 3.** A symmetric strategy profile is a strategy profile $\sigma$ such that $\sigma_A(\pi) = \sigma_B(\pi)$ for all histories $\pi$ and all $A, B \in \text{Agt}$.

We denote the set of symmetric strategy profiles $\text{Prof}^{\text{Sym}} \subseteq \text{Prof}$. This naturally leads to the following definition.

**Definition 4.** A strategy profile $\sigma$ is a symmetric Nash equilibrium if it is a symmetric strategy profile and a Nash equilibrium.

The computational problem of deciding existence of pure strategy Nash equilibria in concurrent games are analyzed for different types of objectives in [2, 3, 4, 5] with the same setting used here. In this chapter we will use some of the same techniques for analyzing the following two computational problems restricted to particular types of objectives and preference relations. The same problems will be analyzed for different games in later chapters.

**Definition 5 (Symmetric Existence Problem).** Given a game $G$ and a state $s$ does there exist a symmetric Nash equilibrium in $G$ from $s$?

**Definition 6 (Symmetric Constrained Existence Problem).** Given a game $G$, a state $s$ and two vectors $u^A$ and $w^A$ for each player $A$, does there exist a symmetric Nash equilibrium in $G$ from $s$ with some payoff $(v^A)_{A \in \text{Agt}}$ such that $u^A \preceq v^A \preceq w^A$ for all $A \in \text{Agt}$?

### 1.4 General Reachability Objectives

In this section we focus on the case where the objectives of all players are reachability objectives and each player has a preorder on the payoff vectors specified by a boolean circuit, which is quite general. We first present an algorithm solving the problem using polynomial space and afterwards show that the problem is $\mathcal{PSPACE}$-hard by a reduction from QSat. In [2] the same complexity is obtained for regular Nash equilibria. In this section as well as Section 1.5 we reuse techniques from [2, 4] and adjust them to deal with the symmetry constraint.

#### 1.4.1 $\mathcal{PSPACE}$-algorithm

In [2] it is shown that if the preferences of all players only depend on the states visited and the states visited infinitely often, then there is a Nash
equilibrium with payoff \( v \) from state \( s \) if and only if there is a Nash equilibrium with payoff \( v \) from \( s \) that has an outcome of the form \( \pi \cdot \tau^\omega \) where \( |\pi|, |\tau| \leq |\text{States}|^2 \). We obtain a similar result for symmetric Nash equilibria by using the same proof idea, but adjusting it to symmetric strategy profiles. The proof is in Appendix A.1.

**Lemma 7.** Assume that every player has a preference relation which only depends on the set of states that are visited and the states that are visited infinitely often. If there is a symmetric Nash equilibrium with payoff \( v \) from state \( s \) then there is a symmetric Nash equilibrium with payoff \( v \) from \( s \) that has an outcome of the form \( \pi \cdot \tau^\omega \) where \( |\pi|, |\tau| \leq |\text{States}|^2 \).

This lemma helps us, since we only need to look for symmetric Nash equilibria with outcomes of the desired shape. The idea for the algorithm is the same as in [2], where a given payoff vector with reachability objectives can be encoded as a 1-weak deterministic Büchi automaton for each player. A 1-weak deterministic Büchi automaton is a Büchi automaton \( \mathcal{A} = (Q, \Sigma, \delta, q_0, F) \) where all strongly connected components of the transition graph contains exactly one state. A player with payoff given by a Büchi automaton \( \mathcal{A} = (Q, \Sigma, \delta, q_0, F) \) with \( \Sigma = \text{States} \) gets payoff 1 for a run \( \rho \) if \( \rho \in L(\mathcal{A}) \) and 0 otherwise. For a concurrent game \( \mathcal{G} = (\text{States}, \text{Agt}, \text{Act}, \text{Mov}, \text{Tab}) \) and a given payoff vector \( v = (v_A)_{A \in \text{Agt}} \) we generate the game \( \mathcal{G}(v) \) with the same structure as \( \mathcal{G} \) but with objectives given by 1-weak deterministic Büchi automata \( A_A = (Q, \Sigma, \delta, q_0, F_A) \) for each player \( A \) with the same structure, but different acceptance conditions. It is designed so \( Q = 2^{\text{States}}, \Sigma = \text{States}, q_0 = \emptyset \) and \( \delta(q, s) = q \cup \{s\} \) for all \( q \in Q \) and \( s \in \text{States} \). For every player \( A \) we further define \( F_A = \{ q \in Q | \exists \{i \mid 0 \leq i < l_A, q_i \neq \emptyset \} \in A v_A \} \). Intuitively, the automata will loop infinitely in some state \( q \), which is exactly the subset of States which is visited. Then player \( A \) will win in \( \mathcal{G}(v) \) if and only if he gets a strictly better payoff than \( v_A \). From this one can see that there is a Nash equilibrium in \( \mathcal{G}(v) \) with payoff \( (0, \ldots, 0) \) if and only if there is a Nash equilibrium in \( \mathcal{G} \) with payoff \( v \). Our algorithm works by non-deterministically guessing a payoff vector \( v \) and an outcome \( \rho \) of the form from Lemma 7 with the guessed payoff and then using an altered version of the following lemma from [2, 3] to check if the guessed outcome is the outcome of a symmetric Nash equilibrium with payoff \( (0, \ldots, 0) \) in \( \mathcal{G}(v) \).

**Lemma 8.** Let \( \mathcal{G} \) be a concurrent game with a single objective per player given by 1-weak Büchi automata \( (A_A)_{A \in \text{Agt}} \). Let \( l_A \) be the length of the longest acyclic path in \( A_A \), let \( m \) be the space needed for deciding whether a state of \( A_A \) is final and whether a state \( q' \) of \( A_A \) is the successor of a
state \( q \) for an input symbol \( s \). Then whether a path of the form \( \pi \cdot \tau^\omega \) is the outcome of a Nash equilibrium can be decided in space \( O((|G| \cdot (\sum_{A \in \text{Agt}} l_A) + \sum_{A \in \text{Agt}} \log |A_A| + m)^2) \).

However, this lemma needs to be altered somewhat to be applicable since it is possible to have a play \( \rho \) which is the outcome of a Nash equilibrium and the outcome of a symmetric strategy profile, but not the outcome of a symmetric Nash equilibrium (see Figure 2). The technicalities behind the lemma is proven in [3] and the algorithm can be altered to check if a path is the outcome of a symmetric Nash equilibrium by using essentially the same technique for changing an iterated repellor computation to deal with symmetry as we use in Section 1.5.1 on repellor sets to deal with symmetry in games with a single reachability objective. This means that we have an algorithm running in \( \mathcal{PSPACE} \) for solving both the symmetric existence as well as the constrained symmetric existence since the only change is the non-deterministic guess of the payoff.

**Theorem 9.** The symmetric existence problem and constrained symmetric existence problem are decidable in \( \mathcal{PSPACE} \) for reachability objectives and preference relations represented by boolean circuits.

### 1.4.2 \( \mathcal{PSPACE} \)-hardness

The following is proven by a reduction from \( \text{QSat} \) in Appendix A.2.

**Theorem 10.** The (constrained) symmetric existence problem is \( \mathcal{PSPACE} \)-hard for games with 2 players with reachability objectives and preference relations represented by boolean circuits.

### 1.5 Single Reachability Objective

In this section we focus on the case where each player \( A \) has one reachability objective, denoted \( \Omega_A \). First we will provide algorithms solving the symmetric existence problem and the constrained symmetric existence problem in polynomial time for a bounded number of players and in non-deterministic
polynomial time for an unbounded number of players. Then we will proceed to prove that the bounds are tight.

1.5.1 Suspects and repellor sets

In the following we fix a game \( \mathcal{G} = (\text{States}, \text{Agt}, \text{Act}, \text{Mov}, \text{Tab}) \). We begin by defining the set of suspect players for a move \( m_{\text{agt}} \) and an edge \((s, s')\):

\[
\text{Susp}((s, s'), m_{\text{agt}}) = \{ B \in \text{Agt} | \exists m' \in \text{Mov}(s, B). \text{Tab}(s, m_{\text{agt}}[B \mapsto m']) = s' \}
\]

Intuitively, the set of suspect players for move \( m_{\text{agt}} \) and edge \((s, s')\) is the set of players that can choose an action so that the play moves from \( s \) to \( s' \) given that all other players play according to \( m_{\text{agt}} \). In the same spirit we define the suspect players of a path \( \pi = (s_p) \) given strategy profile \( \sigma = (\sigma_A)_{A \in \text{Agt}} \) as the players that can choose actions to enforce the path, given that all other players play according to \( \sigma \):

\[
\text{Susp}(\pi, \sigma) = \bigcap_{i < |\pi|} \text{Susp}((s_i, s_{i+1}), (\sigma_A(\pi_{\leq i})))_{A \in \text{Agt}}
\]

As a basis for the algorithms we introduce repellor sets which are used in [4], but we define them in a different way so that they can be used to solve the symmetric strategy problems on which we focus here. We call the altered version symmetric repellor sets. The symmetric repellor sets \( \text{Rep}_{\mathcal{G}}^{\text{Sym}}(P) \) in a game \( \mathcal{G} \) is defined inductively on subsets \( P \subseteq \text{Agt} \) such that

- \( \text{Rep}_{\mathcal{G}}^{\text{Sym}}(\emptyset) = \text{States} \)
- If \( \text{Rep}_{\mathcal{G}}^{\text{Sym}}(P') \) is calculated for all \( P' \subseteq P \) then \( \text{Rep}_{\mathcal{G}}^{\text{Sym}}(P) \) is the largest set such that
  - \( \text{Rep}_{\mathcal{G}}^{\text{Sym}}(P) \cap \Omega_B = \emptyset \) for all \( B \in P \).
  - \( \forall s \in \text{Rep}_{\mathcal{G}}^{\text{Sym}}(P). \exists a \in \text{Act}. \forall s' \in \text{States}. s' \in \text{Rep}_{\mathcal{G}}^{\text{Sym}}(P \cap \text{Susp}(s, s'), m_a^{\text{Sym}}) \)

where \( m_a^{\text{Sym}} \) is the symmetric move where all players choose action \( a \). The symmetric repellor set \( \text{Rep}_{\mathcal{G}}^{\text{Sym}}(P) \) is then the largest set of states that does not contain any target states of players in \( P \) and such that for each state in the symmetric repellor set there exists a symmetric move \( m \) so any player in \( P \) capable of moving the play somewhere else than \( m \) dictates can only move the play to a state contained in a new repellor set for this player.
The idea is roughly that if all players play according to these symmetric moves in all states, then a player in $P$ from a state in $\text{Rep}^{\text{Sym}}_G(P)$ will not be able to unilaterally deviate from his strategy and reach a target state. These sets of symmetric moves, called secure moves, are defined more precisely as

$$\text{Secure}^{\text{Sym}}_G(s, P) = \{ m_a^{\text{Sym}} | a \in \text{Act} \land \forall s' \in \text{States}, s' \in \text{Rep}^{\text{Sym}}_G(P \cap \text{Susp}((s, s'), m_a^{\text{Sym}})) \}$$

Next, we define a transition system $\mathcal{S}^{\text{Sym}}_G(P) = (\text{States}, \text{Edg})$ with the same set of states as in $G$ and with an edge $(s, s') \in \text{Edg}$ if and only if for all $A \in P$ we have $s \not\in \Omega_A$ and there exists $m \in \text{Secure}^{\text{Sym}}_G(s, P)$ such that $\text{Tab}(s, m) = s'$. These notions will be useful in the search for symmetric Nash equilibria because of the following theorem

**Theorem 11.** Let $G$ be a concurrent game with one reachability objective $\Omega_A$ for each $A \in \text{Agt}$. Let $P \subseteq \text{Agt}$ be a subset of players and let $v$ be the payoff where $\Omega_B$ is accomplished iff $B \not\in P$. Let $s \in \text{States}$. Then there is a symmetric Nash equilibrium from $s$ with payoff $v$ iff there is an infinite path $\pi$ in $\mathcal{S}^{\text{Sym}}_G(P)$ starting in $s$ which visits $\Omega_A$ for every $A \not\in P$.

Some preliminary lemmas are needed to prove this result. Proofs of these, as well as of the theorem, can be found in Appendix A.3. The result leads to an algorithm for both a bounded and an unbounded number of players, which works by searching for infinite paths in the transition systems $\mathcal{S}^{\text{Sym}}_G(P)$. The details are in Appendix A.4.

**Theorem 12.** The symmetric constrained existence problem is in $\mathcal{P}$ for a bounded number of players and in $\mathcal{NP}$ for an unbounded number of players when each player has a single reachability objective.

### 1.5.2 Hardness Results

The following results show that the bounds found in the previous section are tight. Proofs by reduction from CircuitValue and 3Sat are in Appendix A.5 and A.6.

**Theorem 13.** The symmetric existence problem is $\mathcal{P}$-hard for a bounded number of players and $\mathcal{NP}$-hard for an unbounded number of players when each player has a single reachability objective.
1.6 Symmetric vs Regular NE in reachability games

Our results in this chapter show that for general reachability objectives the symmetric existence problem as well as the constrained symmetric existence problem are \( \mathcal{PSPACE} \)-complete for preferences given by boolean circuits. For single reachability objectives we have \( \mathcal{NP} \)-completeness for an unbounded number of players and \( \mathcal{P} \)-completeness for a bounded number of players. These complexity results are the same as for Nash equilibria [2, 4] and we have not currently any reason to believe that reachability objectives are special in this regard. It remains to investigate if the symmetric and regular problems will have the same complexity for other interesting objectives such as safety, Büchi, parity, etc.

2 Symmetric Concurrent Games

The concurrent games studied in the previous section are interesting, but there are some phenomena that cannot really be captured with the notion of symmetry introduced there. We have until now required that a symmetric strategy profile was simply a strategy profile where every player takes the same action at every decision point in the game, which is quite restrictive in some sense. For instance in the mobile phone game, it would make more sense in a symmetric strategy profile to require player 1 to play in state \( t_{12} \) as player 2 does in state \( t_{21} \) since \( t_{12} \) has the same meaning to player 1 as \( t_{21} \) has to player 2. In this section we propose a definition of a symmetric concurrent game and another definition of symmetric strategy profiles than in the previous section. In some sense we would like the game to be the same from the point of view of all players, which means there should be some constraints on the structure of the arena. We would like the game to be the same when switching positions between the different players. Further, the payoff of a player should only depend on the number of other players who choose a particular strategy and not on which of the other players who choose a particular strategy.

2.1 Symmetric Normal-Form Games

We begin by looking at symmetric normal-form games which have been defined in the literature. We would like our definition of symmetric concurrent games to agree with the corresponding definition for normal-form games, since concurrent games generalize normal-form games. Therefore we use this as a stepping stone to get some intuition for a definition of sym-
metric concurrent games. We use a definition of a symmetric normal-form
game resembling the definition used in [8]\(^1\) but equivalent to the definition
used in [6, 7, 10, 14], since we believe [8] is erroneous. This is discussed in
Appendix B. A symmetric normal-form game should be a game where all
players have the same set of actions and the same utility functions where the
utility of a player should depend exactly on which action he chooses himself
and on the number of other players choosing any particular action.

**Definition 14.** A symmetric normal-form game \( G = (\{1, ..., n\}, S, (u_i)_{1 \leq i \leq n}) \)
is a 3-tuple where \( \{1, ..., n\} \) is the set of players, \( S \) is a finite set of strate-
gies and \( u_i : S^n \to \mathbb{R} \) are utility functions such that for all strategy vectors
\((a_1, ..., a_n) \in S^n\), all permutations \( \pi \) of \((1, ..., n)\) and all \( i \) it holds that
\[
    u_i(a_1, ..., a_n) = u_j(a_{\pi(1)}, ..., a_{\pi(n)}) = u_{\pi^{-1}(i)}(a_{\pi(1)}, ..., a_{\pi(n)}).
\]
The intuition behind this definition, which is reused later, is as follows.
Suppose we have a strategy profile \( \sigma = (a_1, ..., a_n) \) and a strategy profile
where the actions of the players have been rearranged by permutation \( \pi \),
\( \sigma_\pi = (a_{\pi(1)}, ..., a_{\pi(n)}) \). We would prefer that the player \( j \) using the same
action in \( \sigma_\pi \) as player \( i \) does in \( \sigma \) gets the same utility. Since \( j \) uses \( a_{\pi(j)} \)
this means that \( \pi(j) = i \Rightarrow j = \pi^{-1}(i) \). Now, from this intuition we have
that \( u_i(a_1, ..., a_n) = u_j(a_{\pi(1)}, ..., a_{\pi(n)}) = u_{\pi^{-1}(i)}(a_{\pi(1)}, ..., a_{\pi(n)}) \). Apart from
this intuition, the new definition can be shown to be equivalent to the one
from [6, 7, 10, 14].

### 2.2 Symmetric Concurrent Games

Following the intuition of the previous sections, we are ready to propose
a definition of a symmetric concurrent game generalising the definition of
symmetry in normal-form games. In the following, the set of agents will be
\( \text{Agt} = \{1, ..., n\} \). In addition, if \( \alpha = ((a_1(i), ..., a_n(i)))_{0 \leq i \leq k} \) is a sequence of
moves, we write \( \alpha_\pi = ((a_{\pi(1)}(i), ..., a_{\pi(n)}(i)))_{0 \leq i \leq k} \) for the sequence of moves
where the actions of every move are reordered according to the permutation
\( \pi \) of \((1, ..., n)\). Finally, we write \( s \xrightarrow{\alpha} s' \) to denote that if the players play
according to the sequence of moves \( \alpha \) then the play moves from \( s \) to \( s' \).

**Definition 15.** A concurrent game \( G = (\text{States}, \text{Agt}, \text{Act}, \text{Mov}, \text{Tab}, s_0) \) is
symmetric if the following points are satisfied
- If \( s_0 \xrightarrow{\alpha} s \) and \( s_0 \xrightarrow{\beta} s \) for some \( s, \alpha, \beta \) then \( s_0 \xrightarrow{\alpha_\pi} s' \) and \( s_0 \xrightarrow{\beta_{\pi}} s' \) for
  some \( s' \) for all permutations \( \pi \) of \((1, ..., n)\).

\(^1\)The same definition is used on Wikipedia citing this source at the time of writing
• For every infinite sequence $\alpha$ of moves, every player $i$ and every permutation $\pi$ of $\{1, \ldots, n\}$ we have

- $u_i(\text{Out}(\alpha)) = u_{\pi^{-1}(i)}(\text{Out}(\alpha^\pi))$ for preferences given by utility functions.
- $\text{Out}(\alpha) \in \Omega^j_i \iff \text{Out}(\alpha^\pi) \in \Omega^j_{\pi^{-1}(i)}$ for preferences given by ordered objectives.

When $s_0 \xrightarrow{\alpha} s$ and $s_0 \xrightarrow{\alpha^\pi} s'$ we denote $h_\pi(s) = s'$. Because of point 1 in the definition, this is unique. In addition, we have that $h_\pi$ is bijective for all permutations $\pi$ since $(\alpha^\pi)_{\pi^{-1}} = \alpha$. Further, $h_\pi(s_0) = s_0$ for all permutations $\pi$ since all permutations of the empty sequence of moves equals the empty sequence of moves.

![Figure 3: Mobile game and part of $h_\pi$ illustrated for $\pi = (2, 1)$](image)

The intuitive understanding of the mappings $h_\pi$ is that they reorder the states corresponding to the reordering of the players. For instance in the mobile game in Figure 3 we have for $\pi = (2, 1)$ that $h_\pi(t_{01}) = t_{10}$ since the state $t_{10}$ means the same after players change positions as $t_{01}$ did before. But on the other hand $h_\pi(t_{00}) = t_{00}$ since this state means the same thing to the two players. We can also show that all the mappings $h_\pi$ are in some sense automorphisms of the arena:

**Lemma 16.** For all permutations $\pi$ of $(1, \ldots, n)$, all states $s$ and legal moves $m$ from $s$ we have

$$\text{Tab}(s, m) = s' \iff \text{Tab}(h_\pi(s), m_\pi) = h_\pi(s')$$
These mappings are also used to define symmetric strategy profiles

**Definition 17.** A symmetric strategy profile $\sigma = (\sigma_1, ..., \sigma_n)$ in a symmetric concurrent game $G$ is a strategy profile such that

$$\sigma_i(\rho) = \sigma_{\pi - 1(i)}(h_{\pi}(\rho))$$

for all $i \in \{1, ..., n\}$, all $\rho \in \text{Hist}_G$ and all permutations $\pi$ of $(1, ..., n)$.

Intuitively, this means that when we switch the players they will keep using the same strategy, but adjusted to their new position defined by the permutation $\pi$ and the corresponding mapping $h_{\pi}$ between states. In addition, all players in this sense uses the same strategy and in this strategy a player will not distinguish between which of the other players choose particular moves, but only how many of the other players choose particular moves. A symmetric Nash equilibrium is again defined as a symmetric strategy profile which is a Nash equilibrium. A natural question is now whether some of the results holding for symmetric normal-form games also hold for this generalization. For instance, every symmetric normal-form game has a symmetric Nash Equilibrium in mixed strategies [7]. We start by defining a mixed strategy for player $i$ in game $G$ as a mapping from any finite history $h \in \text{Hist}_G$ to $\Delta(\text{Mov}_G(h_{|h|}, i))$ where $\Delta(\cdot)$ is the set of discrete probability distributions over a finite set. In addition, a Nash equilibrium is now defined as a mixed strategy profile, so no player can unilaterally change to improve his expected utility. We show that the result for normal-form symmetric games does not hold for our generalization in Appendix A.8

**Theorem 18.** There exists symmetric concurrent games with no symmetric Nash equilibrium in mixed strategies

This result seems to be a consequence of infinite runs rather than symmetry. As described in [16] we can have two-player zero-sum games with no winning strategies (where one player can be sure to win), no surely winning strategies (where one player can win with probability 1) but limit surely winning strategies (where one player can win with probability $1 - \epsilon$ for $\epsilon$ arbitrarily close to 0, but not 0). In these cases the limit surely winning player can always ensure a higher utility by choosing smaller values of $\epsilon$, which entails that no Nash equilibrium will exist even in mixed strategies.

It would be interesting to investigate computational problems in these games, both with respect to Nash equilibria, symmetric Nash equilibria and other solution concepts to see if the symmetry defined will have an impact.
on the computational complexity. Especially the investigation of symmetric Nash equilibria might be different since symmetry is not defined locally as in the previous section. The choice of action for a player in one game state affects the action of another player in another game state in a symmetric strategy profile.

3 Symmetric Concurrent Game Structures

In this section we investigate a different type of game which is not completely symmetric in all aspects like the games investigated in the previous section. In these games the rules should be the same from the point of view of every player, but we allow the possibility of players to distinguish between the actions of some of the other players, which we call the neighbours of a player. A player will not be able to distinguish between his non-neighbours. The games include scenarios where teams of agents can work together and have shared information about their personal state. This was not possible in the games defined in the previous section. However, the game is still the same from the point of view of every player in some sense. For instance they all have the same number of neighbours. In addition to this "loosening" of symmetry, we also allow the play of a game to start in asymmetric states which should give rise to more interesting behaviors. In our setting each player has a local transition system which he controls. The whole game structure will be a product of these transition systems in some sense.

Each player will get some information about the state of the other players, but this information can be partial in a number of different ways. Formally, we define a symmetric game structure with $n$ players as follows:

**Definition 19.** A symmetric game structure is a tuple
\[ G = (G, (\text{Nei}_i)_{1 \leq i \leq n}, (\pi_{i,j})_{1 \leq i,j \leq n}, (\equiv_i)_{1 \leq i \leq n}, (\Omega^l_i)_{1 \leq i \leq n, 1 \leq l \leq c, k}) \text{ where} \]

- \( G = (\text{States, Act, Mov, Tab}) \) is a one-player arena where
  - States is a finite set of states
  - Act is a finite set of actions
  - Mov : States \to 2^{\text{Act}} is the legal moves from a particular state
  - Tab : States \times \text{Act} \to \text{States} is the transition function.

- \( \text{Nei}_i : \text{Agt} \to \text{Agt}^k \) is a neighbour function for each player \( i \). If \( \text{Nei}_i = (i_1, \ldots, i_k) \) denote \( N(i) = \{i, i_1, \ldots, i_k\} \).

- \( \pi_{i,j} : \text{Agt} \to \text{Agt} \) is a partially defined permutation of \((1, \ldots, n)\) for each pair of players \( i,j \) restricted to \( N(i) \) such that \( \pi_{i,j}(i) = j \) and \( \text{Nei}(j) = (\pi_{i,j}(i_1), \ldots, \pi_{i,j}(i_k)) \) where \( \text{Nei}(i) = (i_1, \ldots, i_k) \).

- \( \equiv_i \) is an equivalence relation between state configurations for each player \( i \) such that for every \( \pi \) with \( \pi(j) = j \) for \( j \in N(i) \) we have \((s_1, \ldots, s_n) \equiv_i (s_{\pi(1)}, \ldots, s_{\pi(n)})\). For symmetry between players we also require \((s_1, \ldots, s_n) \equiv_i (s'_1, \ldots, s'_n) \Leftrightarrow (s_{\pi^{-1}(1)}, \ldots, s_{\pi^{-1}(n)}) \equiv_j (s'_{\pi^{-1}(1)}, \ldots, s'_{\pi^{-1}(n)})\) for every \( i,j \) and every \( \pi \) extending \( \pi_{i,j} \).

- \( \Omega^l_i \subseteq \text{Play}_G \) is objective \( l \) of player \( i \) and we require \( \rho \in \Omega^l_i \Leftrightarrow \pi^{-1}(\rho) \in \Omega^l_j \) for all paths \( \rho \), all \( l \), all players \( i,j \) and all \( \pi \) which extend \( \pi_{i,j} \).

Note that plays are infinite sequences of state configurations, where a state configuration is an \( n \)-tuple of states. As in concurrent games, in each round each player chooses an action which gives the next state configuration.

For a state configuration \( t = (s_1, \ldots, s_n) \) we define \( \pi(t) = (s_{\pi(1)}, \ldots, s_{\pi(n)}) \) for all permutations \( \pi \) of \( \{1, \ldots, n\} \) and for a path \( \rho = t_1t_2 \ldots \) of state configurations we define \( \pi(\rho) = \pi(t_1)\pi(t_2) \ldots \). The intuition behind the mapping \( \pi_{i,j} \) is that it can be used to map the neighbour relationships of player \( i \) to the neighbour relationships of player \( j \) while keeping the game symmetric between all the players, thus making players interchangeable. For instance in Figure 5 there is a card game tournament with 6 players, 3 on each table.

Here each player has a left neighbour, a right neighbour and 3 opponents at a different table. One could use \( \text{Nei}_1 = (2, 3), \text{Nei}_2 = (3, 1) \) and \( \text{Nei}_3 = (1, 2) \) to model
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this. Then $\pi_{1,2}(1) = 2, \pi_{1,2}(2) = 3$ and $\pi_{1,2}(3) = 1$ would map the neighbours of 1 to neighbours of 2 since indeed $\text{Nei}_2 = (3, 1) = (\pi_{1,2}(2), \pi_{1,2}(3))$. The requirements for the equivalence relations $\equiv_i$ for each player $i$ then makes sure that all players have the same information partitions, adjusted to their specific position and that non-neighbours can be interchanged without affecting this. In addition $\equiv_i$ induce equivalence classes of state configurations that player $i$ cannot distinguish. We call these equivalence classes information sets and denote by $I_i$ the set of information sets for player $i$.

Then we define a strategy $\sigma$ for player $i$ to be a map from $I_i^*$ to Act where the action must be legal in the states of the final information set in the sequence. For a state configuration $t$ we denote $I_i(t)$ the information set of player $i$ that $t$ is contained in. For a sequence $\rho = t_1t_2...$ of state configurations we define $I_i(\rho) = I_i(t_1)I_i(t_2)...$. We say that a strategy profile is symmetric if for every pair of players $i$ and $j$ and every sequence of state configurations $\rho$ we have

$$
\sigma_i(I_i(\rho)) = \sigma_j(I_j(\pi^{-1}(\rho))) = \sigma_{\pi(i)}(I_{\pi(i)}(\pi^{-1}(\rho)))
$$

for every $\pi$ that extends $\pi_{i,j}$. We define a Nash equilibrium in the usual way and a symmetric Nash equilibrium as a symmetric strategy profile which is a Nash equilibrium. Our first result is that even though symmetric Nash equilibria are Nash equilibria with special properties they are in some sense at least as hard to find as Nash equilibria. This is due to the following result

**Theorem 20.** *From a symmetric game structure $G$ we can in polynomial time construct a symmetric game structure $H$, which is polynomial in the size of $G$ with the same type of objectives and such that there exists a symmetric Nash equilibrium in $H$ if and only if there exists a Nash equilibrium in $G$.*

This means that we cannot in general hope to have an algorithm with better complexity for the symmetric problem by using properties of symmetry. This is of course unfortunate, but is a good thing to know. Next, we can show that the problem of finding Nash equilibria as well as symmetric Nash equilibria is undecidable even in the case of 2 players and perfect information. The proof of undecidability is in Appendix A.10 and is a reduction of the halting problem for deterministic 2-counter machines.

**Theorem 21.** *The existence problem is undecidable for symmetric game structures*

**Corollary 22.** *The symmetric existence problem is undecidable for symmetric game structures*
Corollary 23. The existence problem is undecidable for concurrent games.

Corollary 23 was known already [5], but with a different proof than the one used in this report. We now define a generalization of a memoryless strategy called an $m$-bounded suffix strategy as a strategy which only depends on the last $m$ infosets seen. For $m = 1$ this coincides with a memoryless strategy.

Definition 24. An $m$-bounded suffix strategy $\sigma$ is a strategy such that

$$\sigma(\rho) = \sigma(\rho') \text{ whenever } \rho \geq |\rho| - m + 1 = \rho' \geq |\rho'| - m + 1$$

Next, suppose every information set is labeled with propositions from some finite set $\text{Prop}$. This is done by the labeling function $L_i : \mathcal{I}_i \rightarrow 2^{\text{Prop}}$ for each player $i$. We say that the objective of player $i$ is given by a formula $\varphi_i$ from a logic interpreted over finite words, if $i$ wins in a play $\rho$ when $I_i(\rho) \models \varphi_i$ and loses otherwise. For instance, a single reachability objective can be represented by the LTL formula $Fp$ where the information sets of the reachability objective are labeled with $p$. In the same way, a single Büchi objective can be represented by the LTL formula $GFp$. We now get the following result

Theorem 25. Suppose $\mathcal{L}$ is a logic interpreted over infinite words. If model checking a formula $\varphi \in \mathcal{L}$ in a rooted, interpreted transition system $(S, T, L, s_0)$ is decidable in time $f(|S|, |T|, |L|, |\varphi|)$ then the (symmetric) existence problem for $m$-bounded suffix strategies in a symmetric game structure $G = (G, (\text{Nei}_i), (\pi_{i,j}), (\equiv_i), (\varphi_i), k)$ is decidable in time

$$O(n \cdot |\text{States}| \cdot |\text{Act}| \cdot f((|\text{States}|^n + 1)^n \cdot |\text{Act}| \cdot (|\text{States}|^n + 1)^{n-m}, |\text{Prop}|, |\varphi|))$$

when every player $i$ has an objective given by a formula $\varphi_i \in \mathcal{L}$ where the proposition symbols occurring are Prop and $|\varphi| = \max|\varphi_i|$.

This result means that we can decide the existence of Nash equilibria which are $m$-bounded suffix strategy profiles with many different objectives. Indeed, since model-checking LTL is decidable, the problem is decidable for all objectives which can be described by an LTL-formula. Since model-checking an LTL formula $\varphi$ over an interpreted, rooted transition system $(S, T, L)$ can be done in time $2^{O(|\varphi|)} \cdot O(|S|)$ (see [15]) it follows that

Corollary 26. The (symmetric) existence problem for $m$-bounded suffix strategies in a symmetric game structure $G = (G, (\text{Nei}_i), (\pi_{i,j}), (\equiv_i), (\varphi_i), k)$ is decidable in time
\[ O(n \cdot (|\text{States}|^n + 1)^{2mn(1+|\text{Act}|)} \cdot 2^{O(|\varphi|)}) \]

when every player \( i \) has an objective given by an LTL formula \( \varphi_i \) and \(|\varphi| = \max|\varphi_i|\).

4 Conclusion

We have presented a number of different versions of symmetric games and symmetric Nash equilibria as well as discussed the intuition behind them. A number of computational problems have been analyzed in this area where we have seen problems ranging from being solvable in polynomial time to being undecidable. It should be clear that in all the games we have looked at in this report there are still many unanswered problems depending on the exact subclass of games considered and that these games are quite expressive. When analysing symmetric Nash equilibria in concurrent games we obtained the same complexity as for regular Nash equilibria in a number of cases, but it would be interesting to see if this is also the case for the non-local versions of symmetry defined in the later chapters. Another obvious extension in symmetric game structures is to investigate the effect of incomplete information on computational complexity which we have not done thoroughly in this report.
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A Proofs

A.1 Proof of Lemma 7

Lemma 7 Assume that every player has a preference relation which only depends on the set of states that are visited and the states that are visited infinitely often. If there is a symmetric Nash equilibrium with payoff $v$ then there is a symmetric Nash equilibrium with payoff $v$ that has an outcome of the form $\pi \cdot \tau^\omega$ where $|\pi|, |\tau| \leq |\text{States}|^2$.

Proof. If there is no symmetric Nash equilibrium, then there is clearly no symmetric Nash equilibrium with the desired outcome. On the other hand, suppose there is a symmetric Nash equilibrium with payoff $v$ and let it have outcome $\rho$. From this symmetric Nash equilibrium we will generate a symmetric Nash equilibrium $\sigma'$ with payoff $v$ and outcome $\pi \cdot \tau^\omega$ where $|\pi|, |\tau| \leq |\text{States}|^2$. The idea is to define $\pi$ and $\tau$ so $\pi$ contains exactly the states that appear in $\rho$ and $\tau$ contains exactly the states that appear infinitely often in $\rho$. In this way $\sigma$ and $\sigma'$ will have the same payoff. We divide $\pi$ into subpaths $\pi^0$ and $\pi^1$, where $\text{Occ}(\pi^0) = \text{Occ}(\rho)$. Thus, $\pi^0$ will make sure the proper states are included in $\pi$ whereas $\pi^1$ is responsible for connecting the last state of $\pi^0$ with the first state of $\tau$. In the same way we divide $\tau$ into subpaths $\tau^0$ and $\tau^1$ where $\tau^0$ will make sure the proper states are included in $\tau$ and $\tau^1$ is responsible for connecting the last state of $\tau^0$ with its first state. The situation is illustrated in Figure 6.

![Figure 6: Illustration of $\pi \cdot \tau^\omega$](image)

We define $\pi^0$ inductively. Start by setting $\pi^0_0 = \rho_0$. Then assume that we have created $\pi^0_{\leq k}$ for some $k$ which only contains states occuring in $\rho_{\leq k'}$ for some $k'$. If $\text{Occ}(\pi^0_{\leq k}) = \text{Occ}(\rho)$ then the construction of $\pi^0$ is finished. Otherwise let $i$ be the least index such that $\rho_i$ does not occur in $\pi^0_{\leq k}$. Let $j <$
\(i\) be the largest index such that \(\pi^0_i = \rho_j\). Now we continue the construction by setting \(\pi^0_{i+1} = \rho_{j+1}\). In addition, we define a correspondence function \(c_1\), by setting \(c_1(k) = j\) and initially, \(c_1(0) = 0\). In this way, the correspondence function maps the index of every state in \(\pi \cdot \tau^\omega\) to the index of a corresponding state in \(\rho\).

By continuing in this way \(\rho_i\) will be "reached" after at most \(|\text{Occ}(\pi^0_{\leq k})|\) steps since we will not add the same state twice on the way from \(\pi^0_k\) to \(\rho_i\) and we will not add a state that is not already in \(\pi^0_{\leq k}\). All the states of \(\rho\) will be added to \(\pi^0\) in this way and when the procedure terminates we have \(|\pi^0| \leq \sum_{i=1}^{\lvert\text{States}\rvert-1} i = \frac{|\text{States}|(|\text{States}|-1)}{2}\).

We choose \(l\) as the smallest number so all states appearing finitely often in \(\rho\) appears before \(p_l\) and let \(\pi^0_0 = \rho_l\). We need to create \(\pi^1\) so it connects the last state \(\pi^0_n\) of \(\pi^0\) with \(\pi^0_0\). This is done in the same way as when we created \(\pi^0\) by inductively choosing the successor state of \(\pi^0_k\) (initially, the successor of \(\pi^0_n\)) as the successor of \(\rho_j\) in \(\rho\) where \(j \leq l\) is the largest number so \(\rho_j = \pi^0_k\) (initially, \(\rho_j = \pi^0_n\)) until \(j = k\) in which case the state is not added to \(\pi^1\). This will connect \(\pi^0\) and \(\tau^0\) and \(|\pi^1| \leq |\text{States}| - 1\). Thus \(|\pi| = |\pi^0| + |\pi^1| + 1 = \frac{(|\text{States}|+2)(|\text{States}|-1)}{2} + 1 \leq |\text{States}|^2\). The correspondence function \(c_1\) is defined in the same way for the final part of \(\pi\).

We use the same technique to create \(\tau^0\) and \(\tau^1\), which gives us the same bounds as for \(\pi^0\) and \(\pi^1\). In addition, since the first state \(\tau^0_0 = \rho_l\) appears after all states that appear finitely often in \(\rho\), the construction is done so all states in \(\tau^0\) and \(\tau^1\) appear infinitely often in \(\rho\). A new correspondence function \(c_2\) is defined in the same way for mapping indexes of \(\tau\) to indexes of the corresponding states in \(\rho\). Note that we have \(\pi^0_{k+1} = \rho_{c_1(k)+1}\) and \(\tau^0_{k+1} = \rho_{c_2(k)+1}\).

We now define a symmetric strategy profile \(\sigma'\) with the outcome \(\pi \cdot \tau^\omega\) as follows

- \(\sigma'(\pi^0_{\leq k}) = \sigma(\rho_{\leq c_1(k)})\) for prefixes \(\pi^0_{\leq k}\) of \(\pi\)
- \(\sigma'(\pi \cdot \tau^{k_1} \cdot \tau^0_{\leq k_2}) = \sigma(\rho_{\leq c_2(k_2)})\) for all other prefixes of \(\pi \cdot \tau^\omega\)
- \(\sigma'(\pi^0_{\leq k} \cdot h) = \sigma(\rho_{\leq c_1(k)} \cdot h)\) for finite paths deviating from \(\pi \cdot \tau^\omega\) after \(\pi^0_{\leq k}\)
- \(\sigma'(\pi \cdot \tau^{k_1} \cdot \tau^0_{\leq k_2} \cdot h) = \sigma(\rho_{\leq c_2(k_2)} \cdot h)\) for finite paths deviating from \(\pi \cdot \tau^\omega\) after \(\pi \cdot \tau^{k_1} \cdot \tau^0_{\leq k_2}\)
Now for prefixes of $\pi \cdot \tau^\omega$ we have

$$\sigma'(\pi \leq k) = \sigma(\rho \leq c_1(k)) = \rho_{c_1(k)+1} = \pi_{k+1}$$
$$\sigma'(\pi \cdot \tau^{k_1} \cdot \tau \leq k_2) = \sigma(\rho \leq c_2(k_2)) = \rho_{c_2(k_2)+1} = \tau_{k_2+1}$$

which means that the outcome of $\sigma'$ is indeed $\pi \cdot \tau^\omega$. Since $\sigma'$ only uses moves which are also used by $\sigma$ and $\sigma$ is symmetric, then $\sigma'$ is also symmetric. Now we just need to show that $\sigma'$ is also a Nash equilibrium. Suppose a player $A$ deviates from $\sigma'$ at some point. If the outcome is unchanged then he does not improve. If the outcome deviates from $\pi \cdot \tau^\omega$ then from the point of deviation $\pi \leq k$ or $\pi \cdot \tau^{k_1} \cdot \tau \leq k_2$ the players in $\sigma'$ will play as they would in $\sigma$ from $\rho \leq c_1(k)$ or $\rho \leq c_2(k_2)$ from that point on respectively. And since the states occurring in both these cases are the same, this means that if $A$ can deviate and improve from $\sigma'$ then he can also deviate and improve from $\sigma$. But since $\sigma$ is a Nash equilibrium he cannot deviate and improve from $\sigma$. Thus he can neither deviate and improve from $\sigma'$ which makes $\sigma'$ a Nash equilibrium.

A.2 Proof of Theorem 10

**Theorem 10.** The (constrained) symmetric existence problem is $\mathcal{PSPACE}$-hard for games with 2 players with reachability objectives and preference relations represented by boolean circuits.

**Proof.** We do the proof as a reduction from the QSAT problem which is $\mathcal{PSPACE}$-complete. In this problem one tries to determine whether a quantified boolean formula is satisfiable or not. We can without loss of generality assume that an input formula $\varphi$ is of the form $\varphi = Q_1Q_2\ldots Q_m\varphi'(x_1, \ldots, x_m)$ where $Q_i \in \{\exists, \forall\}$ and $\varphi'(x_1, \ldots, x_m)$ is a boolean formula in conjunctive normal form with free variables $x_1, \ldots, x_m$.

For a given input formula $\varphi$ of the form above we construct a two-player game $G$ with players $A$ and $B$ which has a symmetric Nash equilibrium if and only if $\varphi$ is satisfiable. Let $\varphi' = \bigwedge_{i=1}^n C_i$ be in CNF with $n$ clauses of the form $C_i = \bigvee_{j=1}^{s(i)} l_{i,j}$ where $l_{i,j}$ is a literal (a variable or its negation) and $s(i)$ is the number of literals in clause $C_i$. We construct the game $G$ where the set of states is $\text{States} = \bigcup_{i=1}^n \{Q_i\} \cup \bigcup_{i=1}^n \bigcup_{j=1}^{s(i)} \{l_{i,j}\} \cup \{z, u\}$, thus we have one state for each quantifier, one state for each literal and two extra states $z$ and $u$. The set of legal actions for each player is $\{T, F\}$ in each state and from each state $Q_i = \forall$ the possible transitions are defined by $\text{Mov}(Q_i, (T, T)) = \ldots$
Mov(Q_i, ⟨F, T⟩) = x_i and Mov(Q_i, ⟨T, F⟩) = Mov(Q_i, ⟨F, F⟩) = ¬x_i. In other words, these states are controlled entirely by player B. In the same way the states Q_i = ∃ are controlled by player A such that if he chooses T then the play goes to x_i and otherwise the play goes to ¬x_i. Further, from states x_i and ¬x_i any move makes the play go to Q_{i+1} except when i = m in which case the play goes to z. From z the play stays in z if the players choose the same action, otherwise it goes to u where it will stay infinitely. An example of the game for the formula ϕ = ∀x_1∃x_2∀x_3(x_1 ∨ x_2 ∨ ¬x_3) ∧ (¬x_1 ∨ x_2) can be seen in Figure 7.

![Game Diagram](image)

Figure 7: Game constructed from ϕ = ∀x_1∃x_2∀x_3(x_1 ∨ x_2 ∨ ¬x_3) ∧ (¬x_1 ∨ x_2) where * means any move or any action depending on the context.

We create one reachability objective Ω_i for each clause C_i such that Ω_i = Reach({l_{i,1}, ..., l_{i,s(i)}}) and let Ω_{m+1} = Reach({u}). We let player A prefer a payoff where Ω_1, ..., Ω_m is accomplished over all other payoffs. However, if this is not obtainable he will strictly prefer obtaining Ω_{m+1} over any other payoff. Player B strictly prefers any payoff where Ω_{m+1} is not accomplished over any other payoff. In the case where Ω_{m+1} is not accomplished he will strictly prefer that not all of Ω_1, ..., Ω_m is accomplished.

We now wish to prove that ϕ is satisfiable if and only if there is a symmetric Nash equilibrium in the game defined above. First, consider the case where ϕ is satisfiable. Recall that player A controls the existential quantifiers and player B controls the universal quantifiers. Since ϕ is satisfiable then player A can choose a strategy such that no matter which strategy player B chooses Ω_1, ..., Ω_m is accomplished since each objective Ω_i corresponds to satisfying the clause C_i of ϕ. We then define a strategy profile σ = (σ_A, σ_B) such that σ_A makes sure that Ω_1, ..., Ω_m are accomplished no
matter which strategy player $B$ uses. Define in addition $\sigma_B(h) = \sigma_A(h)$ for every history $h$. This strategy profile is clearly symmetric and we will also show that it is a Nash equilibrium. Since the outcome of $\sigma$ gives the maximum payoff for $A$ he cannot deviate and improve his payoff. Player $B$ can only improve his payoff if he can deviate in such a way that one of $\Omega_1, \ldots, \Omega_m$ is not accomplished. However, $\sigma_A$ is defined in a way such that this is not possible. Thus, $B$ cannot improve by deviating and $\sigma$ is a symmetric Nash equilibrium.

Now we consider the case where $\varphi$ is not satisfiable and assume for contradiction that there exists a symmetric Nash equilibrium $\sigma = (\sigma_A, \sigma_B)$. Using this profile, $u$ is never reached since it is symmetric. The objectives $\Omega_1, \ldots, \Omega_m$ cannot all be accomplished, because if they were then $B$ would be able to deviate from his strategy (possible at more than node) and improve given that $\varphi$ is unsatisfiable in which case $\sigma$ would not be a symmetric Nash equilibrium. Since $\Omega_1, \ldots, \Omega_m$ are not all accomplished player $A$ can improve his strategy by changing his action in $z$, because then going to $u$ will give him a larger payoff. This contradicts that $\sigma$ is a symmetric Nash equilibrium and therefore there exists no symmetric Nash equilibrium when $\varphi$ is not satisfiable.

\section*{A.3 Proof of Theorem 11}

To prove Theorem 11 we first need a few lemmas.

\textbf{Lemma 27.} Let $P \subseteq \text{Agt}$ and $s_0 \in \text{States}$. Then $s_0 \in \text{Rep}^\text{Sym}_G(P)$ if and only if there exists an infinite path in $S^\text{Sym}_G(P)$ starting from $s_0$.

\textit{Proof.} Suppose first that there exists an infinite path $\pi = s_0s_1\ldots$ in $S^\text{Sym}_G(P)$ starting from $s_0$. Since $(s_0, s_1) \in \text{Edg}$ then by definition there exists $m \in \text{Secure}^\text{Sym}_G(s_0, P)$ such that $\text{Tab}(s_0, m) = s_1$. In addition $s_0 \notin \Omega_A$ for all $A \in P$. This implies that $s_0 \in \text{Rep}^\text{Sym}_G(P)$.

On the other hand suppose that $s_0 \in \text{Rep}^\text{Sym}_G(P)$. We now construct an infinite path using induction. When generating $s_{i+1}$ we assume that $s_i \in \text{Rep}^\text{Sym}_G(P)$ and then at each step choose $(s_i, s_{i+1})$ so $\text{Tab}(s_i, m) = s_{i+1}$ and $m \in \text{Secure}^\text{Sym}_G(s_i, P)$ which is possible since $s_i \in \text{Rep}^\text{Sym}_G(P)$. It then holds that $(s_i, s_{i+1})$ is an edge in $S^\text{Sym}_G$. Now $s_{i+1} \in \text{Rep}^\text{Sym}_G(P \cap \text{Susp}((s_i, s_{i+1}), m))$. But since $m$ moves the play from $s_i$ to $s_{i+1}$ we have $P \cap \text{Susp}((s_i, s_{i+1}), m) = P$ which means that $s_{i+1} \in \text{Rep}^\text{Sym}_G(P)$. Since initially $s_0 \in \text{Rep}^\text{Sym}_G(P)$ the construction can be continued like this inductively and thus there exists an infinite path in $S^\text{Sym}_G(P)$ starting from $s_0$. \hfill \Box
From [4] we have the following lemma

**Lemma 28.** Let \( P \subseteq \text{Agt} \) be a subset of agents and \( (\sigma_A)_{A \in P} \) be a strategy of coalition \( P \). Let \( s \in \text{States} \) and \( \pi \in \text{Out}^f(s, (\sigma_A)_{A \in P}) \) ending in some state \( s' \). For any history \( \pi' \) starting in \( s' \) define \( \sigma^{-\pi}_A(\pi') = \sigma_A(\pi \cdot \pi') \). Then

\[
\pi \cdot \text{Out}(s', (\sigma^{-\pi}_A)_{A \in P}) \subseteq \text{Out}(s, (\sigma_A)_{A \in P})
\]

Next we wish to show the following

**Lemma 29.** Let \( P \subseteq \text{Agt} \) and \( \pi \in \text{Play}_g(s) \) for some state \( s \). Then \( \pi \) is a path in \( S^{\text{Sym}}(P) \) if and only if there exists \( \sigma = (\sigma_A)_{A \in \text{Agt}} \in \text{Prof}^{\text{Sym}} \) so \( \text{Out}(s, \sigma) = \{\pi\} \) and for all \( B \in P \) and \( \sigma'_B \in \text{Strat}^B \) it holds that \( \text{Occ}(\pi') \cap \Omega_B = \emptyset \) where \( \text{Out}(s, \sigma [\sigma_B \mapsto \sigma'_B]) = \{\pi'\} \)

**Proof.** First assume that \( \pi \) is a path in \( S^{\text{Sym}}(P) \). We construct a symmetric strategy profile \( \sigma \) with the desired properties as follows:

- If \( \pi' \) is a prefix \( \pi \leq_k \pi \) then let \( \sigma_A(\pi') = m_A \) for all \( A \in \text{Agt} \) where \( m = (m_A)_{A \in \text{Agt}} \in \text{Secure}^{\text{Sym}}(\pi_k, P) \) and \( \text{Tab}(\pi_k, m) = \pi_{k+1} \). Such a move exists since \( \pi \) is a path in \( S^{\text{Sym}}(P) \).

- If \( \pi' \) is not a prefix of \( \pi \) then let \( \sigma_A(\pi') = m_A \) for all \( A \in \text{Agt} \) where \( m = (m_A)_{A \in \text{Agt}} \in \text{Secure}^{\text{Sym}}(\text{last}(\pi'), P \cap \text{Susp}(\pi', \sigma)) \). The fact that such a move exists can be seen by induction on the length of \( \pi' \):
  
  - If \(|\pi'| = 1 \) then \( \pi'_1 \) is the first state where the play deviates from \( \pi \). Since \( \pi'_0 = s \in \text{Rep}_g^{\text{Sym}}(P) \) we must have \( \pi'_1 \in \text{Rep}_g^{\text{Sym}}(P \cap \text{Susp}((\pi'_0, \pi'_1), m)) \) where \( m \) is a secure symmetric move as defined in the previous point. From this follows that there is a secure symmetric move \( m' \in \text{Secure}_g^{\text{Sym}}(\pi'_1, P \cap \text{Susp}((\pi'_0, \pi'_1), m)) = \text{Secure}_g^{\text{Sym}}(\text{last}(\pi'), P \cap \text{Susp}(\pi', \sigma)) \).
  
  - If \(|\pi'| > 1 \) the induction hypothesis says that there is an \( m \in \text{Secure}_g^{\text{Sym}}(\pi'_{|\pi'|-1}, P \cap \text{Susp}(\pi'_{|\pi'|-1}, \sigma)) \) and therefore \( \pi'_{|\pi'|-1} \in \text{Rep}_g^{\text{Sym}}(P \cap \text{Susp}(\pi'_{|\pi'|-1}, \sigma)) \). From this follows that \( \pi'_{|\pi'|} \in \text{Rep}_g^{\text{Sym}}(P \cap \text{Susp}(\pi'_{|\pi'|-1}, \sigma) \cap \text{Susp}((\pi'_{|\pi'|-1}, \pi'_{|\pi'|}), m)) = \text{Rep}_g^{\text{Sym}}(P \cap \text{Susp}(\pi', \sigma)) \) which means that there is an \( m' \in \text{Secure}_g^{\text{Sym}}(\text{last}(\pi'), P \cap \text{Susp}(\pi', \sigma)) \).
According to the first point above, we have \( \text{Out}(s, \sigma) = \{\pi\} \). In addition, \( \sigma \) is a symmetric strategy profile since it only uses secure symmetric moves. Now we let \( B \) be a player in \( P \) and let him deviate and use strategy \( \sigma_B' \). We wish to prove that when \( \text{Out}(s, \sigma[\sigma_B \mapsto \sigma_B']) = \{\pi'\} \) with \( \pi' = (s_i)_{i \geq 0} \) it holds that \( s_i \in \text{Rep}^\text{Sym} G(B) \) for all \( i \geq 0 \) which means that \( \text{Occ}(\pi') \cap \Omega_B \subseteq \text{Rep}^\text{Sym} G(B) \cap \Omega_B = \emptyset \). This will be done by induction:

Since \( \pi \) is an infinite path from \( s_0 \) in \( \mathcal{S}^\text{Sym} G(P) \) by Lemma 27 we have \( s_0 \in \text{Rep}^\text{Sym} G(P) \). And since \( \{B\} \subseteq P \) we have \( s_0 \in \text{Rep}^\text{Sym} G(P) \subseteq \text{Rep}^\text{Sym} G(B) \).

As the induction hypothesis we assume that \( s_i \in \text{Rep}^\text{Sym} G(B) \) for some \( i \geq 0 \). By definition of \( \sigma \), we have \( \sigma(\pi_{\leq i}^') = m \) where \( m \in \text{Secure}^\text{Sym} G(\pi_{i+1}' \cap \text{Susp}(\pi_{\leq i}', \sigma)) \). From this follows that \( \pi_{i+1}' \in \text{Rep}^\text{Sym} G(P \cap \text{Susp}(\pi_{\leq i}', \sigma) \cap \text{Susp}(\pi_{i+1}', \pi_{i+1}')) \). Since \( B \) is suspect for both the finite history \( \pi_{\leq i} \) and the transition \( (\pi_{i+1}', \pi_{i+1}') \) when all other players play according to \( \sigma \) we have that \( \{B\} \subseteq P \cap \text{Susp}(\pi_{\leq i}', \sigma) \cap \text{Susp}(\pi_{i+1}', \pi_{i+1}') \) and therefore

\[
\pi_{i+1}' \in \text{Rep}^\text{Sym} G(P \cap \text{Susp}(\pi_{\leq i}', \sigma) \cap \text{Susp}(\pi_{i+1}', \pi_{i+1}')) \subseteq \text{Rep}^\text{Sym} G(B)
\]

which concludes the induction and the first direction of the proof.

For the other direction assume that there exists \( \sigma = (\sigma_A)_{A \in \text{Agt}} \in \text{Prof}^\text{Sym} \) so \( \text{Out}(s, \sigma) = \{\pi\} \) and for all \( B \in P \) and \( \sigma_B' \in \text{Strat}^B \) it holds that \( \text{Occ}(\pi') \cap \Omega_B = \emptyset \) where \( \text{Out}(s, \sigma[\sigma_B \mapsto \sigma_B']) = \{\pi'\} \). We need to show that \( \pi \) is a path in \( \mathcal{S}^\text{Sym} G(P) \). This will be done by induction on \( P \).

In the case where \( P = \emptyset \) we have \( \text{Rep}^\text{Sym} G(P) = \text{Rep}^\text{Sym} G(\emptyset) = \text{States} \) in which case the set \( \text{Secure}^\text{Sym} G(s, P) \) equals the set of all symmetric moves for every state \( s \). This means that \( \mathcal{S}(P) \) contains exactly the edges corresponding to symmetric moves and in particular it contains all edges in \( \pi \).

As induction hypothesis we assume that the theorem holds for all proper subsets of \( P \). Now, consider the set

\[
S = \{s \in \text{States}| \exists \rho \in \text{Hist}_G, \rho|_{\rho|} = s \land P \subseteq \text{Susp}(\rho, \sigma)\}
\]

Consider some state \( s' \in S \) where \( \rho' \in \text{Hist}_G, \rho'|_{\rho'|} = s \) and \( P \subseteq \text{Susp}(\rho', \sigma) \). Since every player in \( P \) can deviate to reach \( s' \) given that anyone else plays according to \( \sigma \) we have \( s' \notin \Omega_B \) for all \( B \in P \). Since \( s' \) is an arbitrary state in \( S \), we have
Next, consider an arbitrary \( s'' \in \text{States} \). Let \( P' = P \cap \text{Susp}(s', s'') \), \((\sigma_A(\rho'))_{A \in \text{Agt}}\)

We look at the two possibilities

- \( P' = P \)
- \( P' \subset P \)

In the first case, \( s'' \in S \) by definition. In the second case for all \( B \in P' \) and all \( \sigma'_{B} \in \text{Strat}^{B} \) we have

\[
\rho' \cdot \text{Out}(s'', \sigma^{-\rho'}[\sigma_{B} \mapsto \sigma'_{B}]) \subseteq \text{Out}(s', \sigma[\sigma_{B} \mapsto \sigma'_{B}]) \subseteq (\text{States} \cap \Omega)_{\omega}^{\omega}
\]

according to Lemma 28. In other words, the premises of the induction hypothesis are fulfilled for \( s'' \), which means that \( S \) satisfies the same requirements using the results obtained above. Since \( \text{Rep}_{\text{Sym}}^{G}(P) \) is the largest set satisfying the requirements and it is the union of all sets satisfying them, we have that \( S \subseteq \text{Rep}_{\text{Sym}}^{G}(P) \).

Using the lemmas introduced in this section, we can now prove Theorem 11, which will provide us with an important connection between the transition systems \( S_{\text{Sym}}^{G}(P) \) and the existence of symmetric Nash equilibria in \( G \) when each player has one reachability objective.

**Theorem 11.** Let \( G \) be a concurrent game with one reachability objective \( \Omega_A \) for each \( A \in \text{Agt} \). Let \( v \) be the payoff where \( \Omega_B \) is accomplished iff \( B \notin P \) for some \( P \subseteq \text{Agt} \). Let \( s \in \text{States} \). Then there is a symmetric Nash equilibrium from \( s \) with payoff \( v \) iff there is an infinite path \( \pi \) in \( S_{\text{Sym}}^{G}(P) \) starting in \( s \) which visits \( \Omega_A \) for every \( A \notin P \).

**Proof.** If there is a symmetric Nash equilibrium \( \sigma = (\sigma_A)_{A \in \text{Agt}} \) from \( s \) with payoff \( v \) and outcome \( \pi \) then by the definition of Nash equilibrium we have that for all \( B \subseteq P \) and all \( \sigma'_{B} \in \text{Strat}^{B} \) it holds that \( \text{Occ}(\pi') \cap \Omega_B = \emptyset \) where \( \text{Out}(s, \sigma[\sigma_{B} \mapsto \sigma'_{B}]) = \{\pi'\} \). According to Lemma 29 \( \pi \) is an infinite path in \( S_{\text{Sym}}^{G}(P) \) starting in \( s \). In addition, \( \pi \) visits \( \Omega_A \) for all \( A \notin P \) by definition.

On the other hand, if there is an infinite path \( \pi \in S_{\text{Sym}}^{G}(P) \) starting in \( s \) which visits \( \Omega_A \) for all \( A \notin P \) then according to 29 there exists a symmetric
strategy profile \( \sigma \) with outcome \( \pi \) and such that no \( B \in P \) can unilaterally deviate from \( \sigma \) to reach \( \Omega_B \). Thus, since no player in \( P \) can improve his payoff and all players in \( \text{Agt}\setminus P \) get their maximum payoff in \( \pi \) no agent can improve by deviating from \( \sigma \) and it must be a symmetric Nash equilibrium from \( s \) with payoff \( v \).

\[ \square \]

### A.4 Proof of Theorem 12

**Theorem 12.** The symmetric constrained existence problem is in \( \mathcal{P} \) for a bounded number of players and in \( \mathcal{NP} \) for an unbounded number of players when each player has a single reachability objective.

**Proof.** We start by providing an algorithm solving the problem in polynomial time for a bounded number of players. Since the number of players is bounded, so is the number of possible payoffs. Our algorithm works by checking for every payoff satisfying the constraints whether there is a symmetric Nash equilibrium with the given payoff. This check needs to be done in polynomial time. The checking algorithm works by using Theorem 11 which tells us that there is a symmetric Nash equilibrium from \( s \) with payoff \( v = 1_{\text{Agt}\setminus P} \) if and only if there is an infinite path \( \pi \) in \( S_{\text{Sym}}(P) \) starting from \( s \) which visits \( \Omega_A \) for every \( A \not\in P \). To do the check we generate \( S_{\text{Sym}}(P) \).

To do this we first calculate \( \text{Rep}_{\text{Sym}}^\text{Sym}(P') \) for all \( P' \subseteq P \) from which we will obtain \( \text{Secure}_{\text{Sym}}(s', P) \) for all \( s' \in \text{States} \). Then we have \( S_{\text{Sym}}(P) \) from which we can check if there is an infinite path from \( s \) that visits \( \Omega_A \) for all \( A \not\in P \). The way to calculate \( \text{Rep}_{\text{Sym}}^\text{Sym}(P') \) for \( P' \subseteq P \) is done by using an alternative (but equivalent) definition of the symmetric repellor sets:

**Definition 30.** Assume that \( \text{Rep}_{\text{Sym}}^\text{Sym}(P') \) have been defined for all \( P' \subsetneq P \). Then let

\[ \begin{align*}
\text{Rep}_{\text{Sym}}^0(P) &= \text{States} \setminus \bigcup_{B \in P} \Omega_B \\
\text{Rep}_{\text{Sym}}^{i+1}(P) &= \text{Rep}_{\text{Sym}}^i(P) \setminus \\
&\{ s \in \text{Rep}_{\text{Sym}}^i(P) | \exists a \in \text{Act} \forall t \in \text{States} . t \in \text{Rep}_{\text{Sym}}^i(P \cap \text{Susp}((s, t), n_{a_{\text{Sym}}})) \}
\end{align*} \]

where we let \( \text{Rep}_{\text{Sym}}^i(P') = \text{Rep}_{\text{Sym}}^i(P) \) for all \( P' \subsetneq P \).

Define \( \text{Rep}_{\text{Sym}}^\text{Sym}(P) \) to be the limit of the decreasing sequence, i.e. \( \text{Rep}_{\text{Sym}}^\text{Sym}(P) = \text{Rep}_{\text{Sym}}^\infty(P) \)
This inductive definition is used to create the repellor sets "bottom up" for every \( P' \subseteq P \). For each \( P' \) the fixpoint of the sequence is calculated in at most \(|\text{States}| \cdot 2^{\vert\text{Agt}\vert} \) iterations in total. In each of these iterations we need to calculate for each action (symmetric move) and each state a set of suspect players and then make a lookup in the previously calculated repellor sets. Thus, the calculation takes \( \mathcal{O}(|\text{States}| \cdot 2^{\vert\text{Agt}\vert} \cdot |\text{Act}| \cdot |\text{States}| \cdot |\text{Tab}|) = \mathcal{O}(|\text{States}|^2 \cdot 2^{\vert\text{Agt}\vert} \cdot |\text{Act}| \cdot |\text{Tab}|) \) which is polynomial since the number of agents is bounded. Thus the transition system \( S_{\text{Sym}}^P \) can be calculated in polynomial time. In this transition system we need to find an infinite path that contains a state from each of the sets \( \Omega_A \) for \( A \in \text{Agt} \setminus P \). Choosing a state from each of these sets can be done in \( \prod_{A \in \text{Agt} \setminus P} \vert \Omega_A \vert \leq |\text{States}|^{|\text{Agt}|} \) ways, which is polynomial when the number of players is bounded. We can easily check paths for all these possibilities in polynomial time by checking all the different possible orders of occurrence of states, of which there are \(|\text{Agt}|!\) in each case. In total, this means we can solve the symmetric constrained existence problem in polynomial time.

We now turn our attention to the problem with an unbounded number of players where we wish to create an \( \mathcal{NP} \) algorithm. The basic idea is the same as above. However, we cannot calculate all of \( S_{\text{Sym}}^P \) because of the exponential number of subsets of \( P \) and the exponential number of possible payoffs. What we do is to non-deterministically guess a payoff \( v \) and then guess a path in \( S_{\text{Sym}}^P \) and then try to check if the path is indeed a path in \( S_{\text{Sym}}^P \) which visits \( \Omega_A \) for all \( A \notin P \). According to Lemma 7 we only need to guess paths of the form \( \rho = \pi \cdot \tau^\omega \) where \( |\tau|, |\omega| \leq |\text{States}|^2 \). This means that checking that it visits \( \Omega_A \) for all \( A \notin P \) can be done in polynomial time. However, we also need to be able to check that the path is a path in \( S_{\text{Sym}}^P \) in polynomial time which requires some more analysis. The idea is that we do not have to calculate repellor sets for all subsets of \( P \), in fact we only need to calculate it for polynomially many subsets which is shown in [4]. The analysis just needs to be adjusted to the case of symmetric repellor sets. Then we can non-deterministically guess which subsets to use and then the checking algorithm will run in polynomial time, which means the problem is solvable in \( \mathcal{NP} \).

A.5 Proof of Theorem 13 (Bounded number of players)

**Theorem 13a.** The symmetric existence problem is \( \mathcal{P} \)-hard for a bounded number of players when each player has a single reachability objective.
**Proof.** The proof is done as a reduction from the CircuitsValue problem which is known to be $\mathcal{P}$-complete. Suppose we have an instance $C$ of the CircuitsValue problem where without loss of generality we can assume that there are only AND-gates and OR-gates. From a given instance to this problem we create a 2-player turn based game $G$ where the states are the gates, player $A$ controls the OR-gates and player $B$ controls the AND-gates. This means that the players can move the play either to the left subcircuit or the right subcircuit using actions $L$ and $R$ respectively. The other player can choose the same actions, but since the game is turn-based only the player controlling a gate has influence on the transition taken. The initial state is the output-gate of the circuit and the final states are the inputs. The goal of player $A$ is to reach a positive input, whereas the goal of player $B$ is to reach a negative input. The situation is illustrated above the dashed line in Figure 8. In addition, at each negative input we add an extra module (below the dashed line), such that if both players choose the same action at a negative output state then the play will move to a state in $\Omega_A$, otherwise it will move to a state that is not and stay there.

![Game G diagram](image)

Figure 8: Game $G$ where * means any action.

The idea is now that if the original circuit $C$ evaluates to 1, then player $A$ has a strategy to make sure he reaches one of the nodes in $\Omega_A$ corresponding to an input gate with label 1. If $B$ does the same as player $A$ after all histories, this gives us a symmetric strategy profile in which none of the player
can improve by deviating. Thus, there is a symmetric Nash equilibrium in $G$ if $C$ evaluates to 1.

If $C$ evaluates to 0 assume for contradiction that there is a symmetric Nash equilibrium $\sigma$ in $G$. Since $B$ can make sure that a negative input gate is reached, the run of $\sigma$ cannot reach one of the positive input gates because then $B$ would be able to deviate and improve. Since $\sigma$ is symmetric then after reaching a state corresponding to a negative input gate, the next state will be a state which is not in $\Omega_A$. But then $A$ can deviate by changing his action. Thus, there cannot be a symmetric Nash equilibrium in this case.

In total, $C$ evaluates to 1 if and only if there is a symmetric Nash equilibrium in $G$ which means that the symmetric existence problem is $\mathcal{P}$-hard for a bounded number of players when each player has a single reachability objective.

\section*{A.6 Proof of Theorem 13 (Unbounded number of players)}

\textbf{Theorem 13b.} The symmetric existence problem is $\mathcal{NP}$-hard for an unbounded number of players when each player has a single reachability objective.

\textit{Proof.} The proof is done as a reduction from the 3Sat problem which is known to be $\mathcal{NP}$-complete. An instance of 3Sat is a formula $\varphi = \bigwedge_{i=1}^{n} C_i$ in conjunctive normal form over the set of variables $V = \{x_1, \ldots, x_m\}$ where each clause $C_i$ is of the form $C_i = l_{i,1} \lor l_{i,2} \lor l_{i,3}$ where each of the literals $l_{i,j} \in \{x|x \in V\} \cup \{\neg x|x \in V\}$. From this formula we generate a game $G_\varphi$ such that $\varphi$ is satisfiable if and only if there is a symmetric Nash equilibrium in $G_\varphi$. There are $n + m + 2$ players, one for each clause called $C_i$, one for each variable called $l_i$ and two additional players $A_1$ and $A_2$. The game is designed as shown in Figure 9.

In every state every player can choose the actions 0 and 1. In state $C$ if any of the players $C_i$ chooses 0 then the play goes to $A$ otherwise it goes to $L_1$. In state $L_i$ if player $l_i$ chooses 1 the play goes to $x_i$ otherwise it goes to $\neg x_i$. Finally, in state $A$ if $A_1$ and $A_2$ chooses the same action the play goes to $T_1$ otherwise it goes to $T_2$. Every player has one reachability objective defined as

$$\Omega_{l_i} = \Omega_{\text{Reach}}(\{x_i, \neg x_i\})$$

$$\Omega_{C_i} = \Omega_{\text{Reach}}(\{A, l_{i,1}, l_{i,2}, l_{i,3}\})$$
Figure 9: Game $G_\varphi$ where * means any move or any action depending on the context.

$$\Omega_{A_1} = \Omega_{\text{Reach}}(\{T_i\})$$

Now assume $\varphi$ is satisfiable by the values $x_{1}^*, x_{2}^*, \ldots, x_{m}^* \in \{0, 1\}$. Design a strategy $\sigma$ so all players choose 1 in state $C$, so all players choose the same action in histories ending in $A, T_1, T_2$, so all players choose $x_{i}^*$ in state $L_i$ and all players choose the same action after histories ending in $T_3$. Then all players except $A_1$ and $A_2$ reach their target. Thus all players except $A_1$ and $A_2$ cannot improve their payoff. Since neither of the players $A_1$ and $A_2$ can deviate to make the play reach their target $\sigma$ is a Nash equilibrium. In addition, since $\sigma$ is symmetric it is a symmetric Nash equilibrium.

Next assume $\varphi$ is unsatisfiable. Then it is not possible to choose a path from $L_1$ to $T_3$ that corresponds to a satisfying assignment of $\varphi$. This means that if $L_1$ is reached, then there exists $j$ so player $C_j$ does not reach his target since the targets corresponds to clauses being satisfied. This means that there cannot be a Nash equilibrium where $L_1$ is reached in this case since $C_j$ can deviate to move the play to $A$ and improve his payoff. When $A$ is reached only one of the players $A_1$ and $A_2$ can reach their target. Since the player not reaching his target in the outcome of a strategy profile can
always improve by deviating there cannot be a Nash equilibrium when $A$
is reached which means that there exists no Nash equilibrium when $\varphi$
is unsatisfiable and thus no symmetric Nash equilibrium.

\section*{A.7 Proof of Lemma 16}

\textbf{Lemma 16.} For all permutations $\pi$ of $(1, ..., n)$, all states $s$ and legal moves $m$ from $s$ we have

$$\text{Tab}(s, m) = s' \iff \text{Tab}(h_\pi(s), m_\pi) = h_\pi(s')$$

\textbf{Proof.} Let $\alpha$ be a sequence of moves such that $s_0 \overset{\alpha}{\rightarrow} s$ and $m = (a_1, ..., a_n)$. Denote by $\alpha' = \alpha \cdot m$ the sequence of moves beginning with $\alpha$ and adding the move $m$ at the end. We now have

$$\text{Tab}(s, m) = s'$$
$$\iff h_\pi(\text{Tab}(s, m)) = h_\pi(s')$$

since $h_\pi$ is bijective. By rewriting the left-hand side we obtain the result

$$h_\pi(\text{Tab}(s, m))$$
$$= h_\pi(\text{last}(\text{Out}(\alpha')))$$
$$= \text{last}(\text{Out}(\alpha'))$$
$$= \text{Tab}(\text{last}(\text{Out}(\alpha)), m_\pi)$$
$$= \text{Tab}(h_\pi(\text{last}(\text{Out}(\alpha))), m_\pi)$$
$$= \text{Tab}(h_\pi(s), m_\pi) \quad \square$$

\section*{A.8 Proof of Theorem 18}

\textbf{Theorem 18.} There exists symmetric concurrent games with no symmetric Nash equilibrium in mixed strategies

\textbf{Proof.} We will present such a game: Two agents must pass through a door, but if they try to pass through it at the same time they will break. The game can run for an infinite number of time steps and at each time step
each agents has the actions $s$ (stay) and $g$ (go). If they choose go at the same time step they will both break and lose, if one agent chooses go at some time step and the other chooses stay, they will both win. If no agent ever goes, they will both lose.

Define $G$ as the game in Figure 10 representing the situation where the initial state is $s_0$ and where both players has the single goal of reaching $s_2$, giving utility 1. All other paths gives utility 0. We will show that there is no symmetric Nash equilibrium in mixed strategies in this game.

![Figure 10: Concurrent game $G$ modelling the symmetric normal-form game $\mathcal{N}$](image)

We have the mappings $h_{\pi_1}(s_i) = h_{\pi_2}(s_i) = s_i$ for $0 \leq i \leq 2$, $\pi_1 = (1,2)$ and $\pi_2 = (2,1)$. This means that in a symmetric Nash equilibrium, the players should choose the same action distribution after each history in $G$.

Let $p_i$ be the probability that each agent will go at time step $i$ given that the game is not finished at that time step, where $i = 0$ in the first time step. The $p_i$ defines a symmetric strategy profile in mixed strategies. Suppose for contradiction that this strategy profile $\sigma^* = (\sigma^*_1, \sigma^*_2)$ is a Nash equilibrium. If $p_i = 0$ for some $i$, then the strategy profile is not a Nash equilibrium, since a player can deviate to improve his expected utility by waiting until time step $i$ and then going. Thus, $p_i > 0$ for all $i$. Denote the pure strategy for player 1 of waiting until time step $i$ and then going by $\sigma^i_1$. If player 1 deviates and chooses a pure strategy, he should get the same expected utility when $p_2$ plays according to $\sigma^*$ no matter which choice of pure strategy. If this was not the case, then there would exists pure strategies $\sigma^i$ and $\sigma^j$ such that $u_1(\sigma^i, \sigma^*_2) > u_1(\sigma^j, \sigma^*_2)$ in which case player 1 could improve from $\sigma^*_1$ by changing to $p'_i = p_i + p_j$ and $p'_j = 0$ in the Nash equilibrium. Thus, we have $u_1(\sigma^i, \sigma^*_2) = u_1(\sigma^j, \sigma^*_2)$ for all $i, j$. In particular, this is the case for $i = n$ and $i = n+1$. The different ways player 1 can win when using $\sigma^i$ is if player 2 either goes in one of the first $i - 1$ steps or if he does not go in the first $i$ steps. This gives us

$$u(\sigma^n, \sigma^*_2) = u(\sigma^{n+1}, \sigma^*_2)$$
\[ \sum_{i=0}^{n-1} p_i \prod_{j=0}^{i-1} (1 - p_j) + \prod_{i=0}^{n} (1 - p_i) = \sum_{i=0}^{n} p_i \prod_{j=0}^{i-1} (1 - p_j) + \prod_{i=0}^{n+1} (1 - p_i) \]

\[ \prod_{i=0}^{n} (1 - p_i) = p_n \prod_{i=0}^{n-1} (1 - p_j) + \prod_{i=0}^{n+1} (1 - p_i) \]

\[ 0 = \left( \prod_{j=0}^{n-1} (1 - p_j) \right) \cdot (p_n - (1 - p_n) + (1 - p_n) \cdot (1 - p_{n+1})) \]

\[ 2p_n - 1 + (1 - p_n) \cdot (1 - p_{n+1}) = 0 \]

\[ p_n - p_{n+1} + p_n \cdot p_{n+1} = 0 \]

\[ p_{n+1} = \frac{p_n}{1 - p_n} \]

Now, by using induction we can prove that \( p_n = \frac{p_0}{1 - n \cdot p_0} \). Indeed \( p_0 = \frac{p_0}{1 - 0 \cdot p_0} \) and for the induction step we assume the formula holds for \( n \) and get

\[ p_{n+1} = \frac{p_n}{1 - p_n} = \frac{p_0}{1 - n \cdot p_0} = \frac{p_0}{1 - n \cdot p_0} = \frac{p_0}{1 - (n + 1) \cdot p_0} \]

completing the induction step. But this means that for \( n > \frac{1}{p_0} \) we have \( 1 - n \cdot p_0 < 0 \) and \( p_n < 0 \) which is not possible. Thus, our assumption that a symmetric Nash equilibrium in mixed strategies exists must be false. \( \square \)

### A.9 Proof of Theorem 20

**Theorem 20.** From a symmetric game structure \( \mathcal{G} \) we can in polynomial time construct a game \( \mathcal{H} \), which is polynomial in the size of \( \mathcal{G} \) with the same type of objectives and such that there exists a symmetric Nash equilibrium in \( \mathcal{H} \) if and only if there exists a Nash equilibrium in \( \mathcal{G} \).

**Proof.** Let \( \mathcal{G} = (G, (\text{Nei}_i), (\pi_{i,j}), (\Xi_i), (\Omega^i)) \) be a symmetric game structure and \((s_{1,0}, ..., s_{n,0})\) be a configuration as an input to the existence problem. We will generate a symmetric game structure \( \mathcal{H} \) which has a symmetric Nash equilibrium from some particular configuration if and only if \( \mathcal{G} \) has a Nash equilibrium from \((s_{1,0}, ..., s_{n,0})\). We generate \( \mathcal{H} \) as follows.

Let \( \mathcal{H} = (H, (\text{Nei}_i), (\pi_{i,j}), (\sim_i), (\Theta^i)) \) be a symmetric game structure with \( n \) players as \( \mathcal{G} \) with the same neighbour functions and the same permutations \( \pi_{i,j} \). We design \( H \) as \( n \) disconnected copies of \( G \) as shown in Figure...
These copies will be denoted $H^1, ..., H^n$. To denote the state in some $H^j$ corresponding to some state $s$ in $G$ we write $H^j(s)$. We introduce the mapping $\pi$ such that $\pi_1(H^j(s)) = s$ for all states $s$ and all players $j$. Then we let the initial configuration in $\mathcal{H}$ be $(H^1(s_1,0), H^2(s_2,0), ..., H^n(s_n,0))$. In other words, in $H$ each player starts in the same states as in $G$, but in different copies of $G$. We define $\sim_i$ such that for all $i$, all states $s_1, ..., s_n, s'_1, ..., s'_n$ in $G$ and all $m_1, ..., m_n, j_1, ..., j_n \in \{1, ..., n\}$:

$$(H^{m_1}(t_1), H^{m_2}(t_2), ..., H^{m_n}(t_n)) \sim_i (H^{j_1}(v_1), H^{j_2}(v_2), ..., H^{j_n}(v_n))$$

if and only if

$$(t_1, ..., t_n) \equiv_i (v_1, ..., v_n) \wedge m_i = j_i$$

Finally, for every player $i$, every objective $\Omega^i$ and every infinite play $\rho = (s^i_1, ..., s^i_n)(s'_1, ..., s'_n)...$ in $H$ we define the objectives of the players in $\mathcal{H}$ such that for all $j_1, ..., j_n \in \{1, ..., n\}$

$$\rho \in \Omega^i$$ if and only if
\((H^j_1(s^1_1), \ldots, H^j_n(s^1_n))(H^j_1(s^2_1), \ldots, H^j_n(s^2_n)) \in \Theta_i^j\)

We start by showing that \(H\) as defined here is really a symmetric game structure. The arena \(H\), the neighbour functions \(Ne_i\), and the permutations \(\pi_{i,j}\) clearly satisfy the requirements. Next we need to show that \(\sim_i\) satisfies the conditions necessary for all \(i\). First we note that every state in \(H\) can be written as \(H^j(s)\) for a state \(s\) in \(G\) and an index \(j \in \{1, \ldots, n\}\) in a unique way. Now \(\sim_i\) is reflexive for all \(i\) since for all states \(s_1, \ldots, s_n\) in \(G\) and all \(j_1, \ldots, j_n \in \{1, \ldots, n\}\)

\[(s_1, \ldots, s_n) \equiv_i (s_1, \ldots, s_n) \land j_i = j_i\]

\[\Rightarrow (H^j_1(s_1), \ldots, H^j_n(s_n)) \sim_i (H^j_1(s_1), \ldots, H^j_n(s_n))\]

It is symmetric for all \(i\) since for all states \(s_1, \ldots, s_n, s'_1, \ldots, s'_n\) in \(G\) and all \(j_1, \ldots, j_n, m_1, \ldots, m_n \in \{1, \ldots, n\}\)

\[(H^j_1(s_1), \ldots, H^j_n(s_n)) \sim_i (H^{m_1}(s'_1), \ldots, H^{m_n}(s'_n))\]

\[\Rightarrow (s_1, \ldots, s_n) \equiv_i (s'_1, \ldots, s'_n) \land j_i = m_i\]

\[\Rightarrow (s'_1, \ldots, s'_n) \equiv_i (s_1, \ldots, s_n) \land j_i = m_i\]

\[\Rightarrow (H^{m_1}(s'_1), \ldots, H^{m_n}(s'_n)) \sim_i (H^j_1(s_1), \ldots, H^j_n(s_n))\]

It is transitive for all \(i\) since for all states \(s_1, \ldots, s_n, s'_1, \ldots, s'_n, s''_1, \ldots, s''_n\) in \(G\) and all \(j_1, \ldots, j_n, k_1, \ldots, k_n, m_1, \ldots, m_n \in \{1, \ldots, n\}\)

\[(H^j_1(s_1), \ldots, H^j_n(s_n)) \sim_i (H^{k_1}(s'_1), \ldots, H^{k_n}(s'_n))\]

\[(H^{k_1}(s'_1), \ldots, H^{k_n}(s'_n)) \sim_i (H^{m_1}(s''_1), \ldots, H^{m_n}(s''_n))\]

\[\Rightarrow (s_1, \ldots, s_n) \equiv_i (s'_1, \ldots, s'_n) \land (s'_1, \ldots, s'_n) \equiv_i (s''_1, \ldots, s''_n) \land j_i = k_i \land k_i = m_i\]

\[\Rightarrow (s_1, \ldots, s_n) \equiv_i (s''_1, \ldots, s''_n) \land j_i = m_i\]

\[\Rightarrow (H^j_1(s_1), \ldots, H^j_n(s_n)) \sim_i (H^{m_1}(s''_1), \ldots, H^{m_n}(s''_n))\]

This means that \(\sim_i\) is an equivalence relation for all \(i\).

Next, suppose \((t_1, \ldots, t_n)\) is a state configuration in \(H\). Then there are
unique $m_1, \ldots, m_n$ and $(s_1, \ldots, s_n)$ such that $(t_1, \ldots, t_n) = (H^{m_1}(s_1), \ldots, H^{m_n}(s_n))$.

For all $i$, all states $s_1, \ldots, s_n$ in $G$ and all $m_1, \ldots, m_n \in \{1, \ldots, n\}$ we have

$$(s_1, \ldots, s_n) \equiv_i (s_{\pi(1)}, \ldots, s_{\pi(n)}) \wedge m_j = m_{\pi(j)} \text{ for every } \pi \text{ with } \pi(j) = j \text{ for all } j \in N(i)$$

$$\Rightarrow (H^{m_1}(s_1), \ldots, H^{m_n}(s_n)) \sim_i (H^{m_{\pi(1)}}(s_{\pi(1)}), \ldots, H^{m_{\pi(n)}}(s_{\pi(n)})) \text{ for every } \pi \text{ with } \pi(j) = j \text{ for all } j \in N(i)$$

$$\Rightarrow (t_1, \ldots, t_n) \sim_i (t_{\pi(1)}, \ldots, t_{\pi(n)}) \text{ for every } \pi \text{ with } \pi(j) = j \text{ for all } j \in N(i)$$

which means that the partial information requirement for $\sim_i$ is satisfied too. The requirement for symmetry between the players is also satisfied since for all $k_1, \ldots, k_n, m_1, \ldots, m_n \in \{1, \ldots, n\}$, all states $s_1, \ldots, s_n, s'_1, \ldots, s'_n$ in $G$, all players $i, j$ and all permutations $\pi$ extending $\pi_{i,j}$ we have

$$(H^{k_1}(s_1), \ldots, H^{k_n}(s_n)) \sim_i (H^{m_1}(s'_1), \ldots, H^{m_n}(s'_n))$$

$$\Leftrightarrow (s_1, \ldots, s_n) \equiv_i (s'_1, \ldots, s'_n) \wedge k_i = m_i$$

$$\Leftrightarrow (s_{\pi^{-1}(1)}, \ldots, s_{\pi^{-1}(n)}) \equiv_j (s'_{\pi^{-1}(1)}, \ldots, s'_{\pi^{-1}(n)}) \wedge k_{\pi^{-1}(j)} = m_{\pi^{-1}(j)}$$

$$\Leftrightarrow (H^{k_{\pi^{-1}(1)}}(s_{\pi^{-1}(1)}), \ldots, H^{k_{\pi^{-1}(n)}}(s_{\pi^{-1}(n)})) \sim_j (H^{m_{\pi^{-1}(1)}}(s'_{\pi^{-1}(1)}), \ldots, H^{m_{\pi^{-1}(n)}}(s'_{\pi^{-1}(n)}))$$

We now need to show that all paths $\rho$ of state configurations in $H$ satisfy $\rho \in \Theta_i^l \iff \pi^{-1}(\rho) \in \Theta_j^l$ for all players $i,j$ and all $\pi$ which extend $\pi_{i,j}$. Let $\rho = (t_1^1, \ldots, t_n^1)(t_1^2, \ldots, t_n^2) \ldots$ be an arbitrary legal play and let $t_k^i = H^{i_k}(s_k^i)$ for all $j,k$. Then we can write $\rho = (H^{i_1}(s_1^1), \ldots, H^{i_n}(s_n^1))(H^{i_1}(s_1^2), \ldots, H^{i_n}(s_n^2)) \ldots$ Note that the $i_k$ do not change since in a legal play in $H$ every player will stay in the same copy of $G$ in which they start. Now we get for all $i,j,l$ and all $\pi$ extending $\pi_{i,j}$

$$(t_1^1, \ldots, t_n^1)(t_1^2, \ldots, t_n^2) \ldots \in \Theta_i^l$$

$$\Leftrightarrow (H^{i_1}(s_1^1), \ldots, H^{i_n}(s_n^1))(H^{i_1}(s_1^2), \ldots, H^{i_n}(s_n^2)) \ldots \in \Theta_i^l$$

$$\Leftrightarrow (s_1^1, \ldots, s_n^1)(s_1^2, \ldots, s_n^2) \ldots \in \Omega_i^l$$
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\[\Leftrightarrow (s_{1-1}^1, ..., s_{n-1}^1)(s_{1-1}^2, ..., s_{n-1}^2) \in \Omega_j^l\]
\[\Leftrightarrow (H_{1-1}^1(s_{1-1}^1), ..., H_{n-1}^1(s_{n-1}^1))(H_{1-1}^2(s_{1-1}^2), ..., H_{n-1}^2(s_{n-1}^2)) \in \Theta_j^l\]

which is the final step showing that \( \mathcal{H} \) is in fact a symmetric game structure.

We wish to show that there is a Nash equilibrium in \( \mathcal{G} \) from \((s_1, 0, ..., s_n, 0)\) if and only if there is a symmetric Nash equilibrium in \( \mathcal{H} \) from \((H_1(s_1, 0), ..., H_n(s_n, 0))\), but first we will introduce a bit of notation. The way we define the equivalence relations \((\sim_i)_{1 \leq i \leq n}\) the information sets of a player in \( \mathcal{H} \) depends on which copy of \( \mathcal{G} \) he is in as well as which information set in \( \mathcal{G} \) the current configuration corresponds to. We denote the information sets for every player \( i \), every copy \( j \) of \( \mathcal{G} \) and every information set \( I \) of player \( i \) in \( \mathcal{G} \) as follows

\[H_j^i(I) = \{ (H_{m_1}^1(s_1), ..., H_{m_n}^n(s_n)) | (s_1, ..., s_n) \in I \land m_i = j \}\]

We now start with the first direction and assume there is a Nash equilibrium \( \sigma \) in \( \mathcal{G} \) from \((s_1, 0, ..., s_n, 0)\). Then we create the strategy profile \( \sigma' \) in \( \mathcal{H} \) such that for all players \( i, j \), all \( \pi \) extending \( \pi_{i,j} \) and all information sets \( I_1, ..., I_k \) of player \( i \) in \( \mathcal{G} \)

\[\sigma'_i(H_{I_1}^1(I_1) ... H_{I_k}^1(I_k)) = \sigma_j(\pi^{-1}(I_1) ... \pi^{-1}(I_k))\]

which we will prove is a symmetric Nash equilibrium. Note again that in all legal sequences of information sets, a player will stay in the same copy of \( \mathcal{G} \) and therefore this is a full definition of a strategy for each player. To prove that it is symmetric we need that for all \( i, j \), all \( \pi \) extending \( \pi_{i,j} \) and all information sets \( I \) of player \( i \) in \( \mathcal{G} \) it holds that

\[\pi^{-1}(H_{I}^i(I)) = \{(H_{m_1}^1(s_{1-1}^1), ..., H_{m_n}^n(s_{n-1}^n)) | (H_{m_1}^1(s_1), ..., H_{m_n}^n(s_n)) \in H_j^i(I)\}\]

\[= \{(H_{m_1}^1(s_{1-1}^1), ..., H_{m_n}^n(s_{n-1}^n)) | (H_{1-1}^1(s_{1-1}^1), ..., H_{n-1}^1(s_{n-1}^1))\}\]
\[(s_1, \ldots, s_n) \in I \land m_j = j \]
\[= \{ (H_{m_1}^{\pi - 1}(1)) (s_{\pi - 1}(1)), \ldots H_{m_n}^{\pi - 1}(n)) (s_{\pi - 1}(n)) \} \]
\[= H_j^\pi (\pi^{-1}(I)) \]

The requirement for \(\sigma' \) to be symmetric can now be reformulated as follows. For all players \(i, j, \) all \(\pi \) extending \(\pi_{i,j} \), \(\pi' \) extending \(\pi_{j,j} \) and all information sets \(I_1, \ldots, I_m \) of player \(i \) in \(G \) we have

\[
\sigma'_i(H^I_1(I_1) \ldots H^I_m(I_m)) = \sigma'_j(H^I_1(I_1) \ldots H^I_m(I_m))
\]
\[\Leftrightarrow \sigma_j(\pi^{-1}(1)) \ldots \pi^{-1}(I_m)) = \sigma'_j(H^I_1(I_1) \ldots H^I_m(I_m))
\]
\[\Leftrightarrow \sigma_j(\pi^{-1}(1)) \ldots \pi^{-1}(I_m)) = \sigma_j(\pi^{-1}(1)) \ldots \pi^{-1}(I_m))
\]

Now since \(\pi_{j,j}(q) = q \) for all \(q \in \text{Nei}(j) \) and \((s_1, \ldots, s_n) \in I \Leftrightarrow (s_{\pi''(1)}, \ldots, s_{\pi''(n)}) \in I \) for all states \(s_1, s_n \), all information sets \(I \) of \(j \) and all \(\pi'' \) such that \(\pi''(q) = q \) for all \(q \in \text{Nei}(j) \), then it holds for \(\pi' \) extending \(\pi_{j,j} \) in particular. From this follows that \(\pi'(I) = I \Leftrightarrow \pi'^{-1}(I) = I \) for all information sets \(I \) of \(j \). Applying this to the equation above we get equality which proves that \(\sigma' \) is symmetric.

To see that \(\sigma' \) is also a Nash equilibrium from \((H^1(s_{1,0}), \ldots, H^n(s_{n,0})) \) consider the deviation of a player \(p \) from \(\sigma'_p \) to \(\sigma'_{p, dev} \). We then look at a corresponding deviation of \(p \) from \(\sigma_p \) to \(\sigma_{p, dev} \) in \(G \) where for all sequences of information set tuples

\[
\sigma_{p, dev}(I_1, \ldots, I_m) = \sigma'_{p, dev}(H^p_p(I_1), \ldots, H^p_p(I_m))
\]

We consider the outcomes of the two profiles in the two games, denoted \(\rho_G \) and \(\rho_H \) respectively. We wish to show that \(\rho_G = \pi_1(\rho_H) \) by induction. For the base case we have

\[
\rho_{G,=0} = (s_{1,0}, \ldots, s_{n,0}) = \pi_1(H^1(s_{1,0}), \ldots, H^n(s_{n,0})) = \pi_1(\rho_{H,=0})
\]

As induction hypothesis suppose it holds for prefixes of outcomes with length
at most \( v \). Further, let \( \rho_{g,\leq v+1} = (s_1, \ldots, s_n, v) \) and let \( I_i^j \) be the information set for player \( i \) in \( G \) which contains \( s_i^j \). We will need that for a move \( m \) of all the players we have for all states \( s_1, \ldots, s_n \) in \( G \) that \( \text{Tab}((s_1, \ldots, s_n), m) = \pi_1(\text{Tab}((H^1(s_1), \ldots, H^n(s_n)), m)) \). Then we get

\[
\rho_{g,\leq v+1} = \rho_{g,\leq v} \cdot \text{Tab}(\rho_{g,=v}, \sigma[\sigma_p \mapsto \sigma_p, \text{dev}] (I(\rho_{g,\leq v})))
\]

\[
= \pi_1(\rho_{H,\leq v}) \cdot \text{Tab}((s_1^v, \ldots, s_n^v), \sigma[\sigma_p \mapsto \sigma_p, \text{dev}] (I(\rho_{g,\leq v})))
\]

\[
= \pi_1(\rho_{H,\leq v}) \cdot \pi_1(\text{Tab}((H^1(s_1^v), \ldots, H^n(s_n^v)), \sigma[\sigma_p \mapsto \sigma_p, \text{dev}] (I(\rho_{g,\leq v}))))
\]

\[
= \pi_1(\rho_{H,\leq v}) \cdot \pi_1(\text{Tab}(\rho_{H,=v}, \sigma[\sigma_p \mapsto \sigma_p, \text{dev}] (I(\rho_{g,\leq v}))))
\]

Since for all players \( i \) and all information sets \( I_1, \ldots, I_m \) of \( i \) in \( G \) it holds that \( \sigma[\sigma_p \mapsto \sigma_p, \text{dev}] (I_1, \ldots, I_m) = \sigma'[\sigma_p' \mapsto \sigma_p', \text{dev}; \sigma_p, \sigma_p'(I_1), \ldots, I_m]) \) we get

\[
\rho_{g,\leq v+1} = \pi_1(\rho_{H,\leq v}) \cdot \pi_1(\text{Tab}(\rho_{H,=v}, \sigma[\sigma_p \mapsto \sigma_p, \text{dev}] (I(\rho_{g,\leq v}))))
\]

\[
= \pi_1(\rho_{H,\leq v}) \cdot \pi_1(\text{Tab}(\rho_{H,=v}, \sigma'[\sigma_p \mapsto \sigma_p', \text{dev}] (I_1(I_1^0), \ldots, I_1^v(I_1^0)))
\]

\[
= \pi_1(\rho_{H,\leq v}) \cdot \pi_1(\text{Tab}(\rho_{H,=v}, \sigma'[\sigma_p \mapsto \sigma_p', \text{dev}] (\rho_{H,\leq v})))
\]

\[
= \pi_1(\rho_{H,\leq v}) \cdot \pi_1(\rho_{H,=v+1})
\]

\[
= \pi_1(\rho_{H,\leq v+1})
\]

This means that when a player \( p \) can deviate from \( \sigma' \) in \( H \) to obtain outcome \( \rho_H \) then he can deviate from \( \sigma \) in \( G \) to obtain an outcome \( \rho_{g} \) with \( \pi_1(\rho_{H}) = \rho_{g} \). The way we have defined objectives in \( H \) every player will get the same payoff from a play \( \rho \) in \( H \) as in \( \pi_1(\rho) \) in \( G \) for every play \( \rho \). And since \( \sigma \) is a Nash equilibrium in \( G \) from \( (s_{1,0}, \ldots, s_{n,0}) \) where no player can deviate to improve his payoff then no player can deviate to improve his payoff from \( \sigma' \) in \( H \) from \( (H^1(s_{1,0}), \ldots, H^n(s_{n,0})) \) because otherwise that player would be able to deviate from \( \sigma \) in \( G \) to improve his payoff. Thus, \( \sigma' \) is a symmetric Nash equilibrium from \( (H^1(s_{1,0}), \ldots, H^n(s_{n,0})) \).

For the other direction we assume there is a symmetric Nash equilibrium \( \sigma' \) in \( H \) from \( (H^1(s_{1,0}), \ldots, H^n(s_{n,0})) \). We now define \( \sigma \) in \( G \) so for all infor-
information sets $I_1, ..., I_m$ of player $i$

$$\sigma_i(I_1, ..., I_m) = \sigma'_i(H_i^1(I_1), ..., H_i^i(I_m))$$

and wish to show that this is a Nash equilibrium in $\mathcal{G}$ from $(s_1,0, ..., s_n,0)$. Contrary to the previous case we consider a deviation from $\sigma$ in $\mathcal{G}$ by player $p$ from $\sigma_p$ to $\sigma_{p,\text{dev}}$ and consider a corresponding deviation in $\mathcal{H}$ from $\sigma'$ defined by

$$\sigma'_{p,\text{dev}}(H_i^1(I_1), ..., H_i^i(I_m)) = \sigma_{p,\text{dev}}(I_1, ..., I_m)$$

for all information sets $I_1, ..., I_m$ of player $p$ in $\mathcal{G}$. Let the outcomes of the profiles with the deviations be $\rho_\mathcal{G}$ and $\rho_\mathcal{H}$. As in the previous case we can show that $\pi_1(\rho_\mathcal{H}) = \rho_\mathcal{G}$ which means that when a player $p$ deviates in $\mathcal{G}$ from $\sigma$ he can do a deviation in $\mathcal{H}$ from $\sigma'$ which gives him the same payoff. Since $\sigma'$ is a Nash equilibrium from $(H^1(s_1,0), ..., H^n(s_n,0))$ no player can deviate to improve his payoff from $\sigma'$. This means that no player can deviate to improve his payoff from $\sigma$ in $\mathcal{G}$ from $(s_1,0, ..., s_n,0)$ and therefore it is a Nash equilibrium from this configuration.

In total, there is a symmetric Nash equilibrium from $(H^1(s_1,0), ..., H^n(s_n,0))$ in $\mathcal{H}$ if and only if there is a Nash equilibrium from $(s_1,0, ..., s_n,0)$ in $\mathcal{G}$ and therefore it is a Nash equilibrium from this configuration.

A.10 Proof of Theorem 21

Theorem 21. The existence problem is undecidable for symmetric game structures

Proof. We do a reduction of the halting problem for a deterministic two-counter machine which is undecidable. A two-counter machine $M$ is a 3-tuple

$$M = (Q, \Delta, q_F)$$

where

- $Q$ is a finite set of control states
- $\Delta : Q \setminus \{q_F\} \rightarrow \{\text{inc}\} \times \{c,d\} \times Q \cup \{\text{dec}\} \times \{c,d\} \times Q^2$ is an instruction function which assigns an instruction to each state.
- $q_F \in Q$ is a halting state.
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A configuration of $M$ is a 3-tuple in $Q \times \mathbb{N} \times \mathbb{N}$. A run of $M$ is a sequence $\rho$ of configurations

$$\rho = (q_0, c_0, d_0)(q_1, c_1, d_1)\ldots$$

where $(q_0, c_0, d_0)$ is the initial configuration and for two consecutive configurations we have

$$\Delta(q_i) = (\text{inc}, c, q_{i+1}), c_{i+1} = c_i + 1 \text{ and } d_{i+1} = d_i \text{ or}$$

$$\Delta(q_i) = (\text{inc}, d, q_{i+1}), d_{i+1} = d_i + 1 \text{ and } c_{i+1} = c_i \text{ or}$$

$$\Delta(q_i) = (\text{dec}, c, q_{i+1}, q) \text{ for some } q, c_{i+1} = c_i - 1 \geq 0 \text{ and } d_{i+1} = d_i \text{ or}$$

$$\Delta(q_i) = (\text{dec}, d, q_{i+1}, q) \text{ for some } q, d_{i+1} = d_i - 1 \geq 0 \text{ and } c_{i+1} = c_i \text{ or}$$

$$\Delta(q_i) = (\text{dec}, c, q, q_{i+1}) \text{ for some } q, c_{i+1} = 0 \text{ and } d_{i+1} = d_i \text{ or}$$

$$\Delta(q_i) = (\text{dec}, d, q, q_{i+1}) \text{ for some } q, d_{i+1} = 0 \text{ and } c_{i+1} = c_i.$$

The run is infinite if there is no $i$ so $q_i = q_F$ and otherwise it is finite with $q_F$ being the halting state in the final configuration of $\rho$. The problem of deciding if the run of a two-counter machine has a halting run from a configuration $(q_0, c_0, d_0)$ is undecidable and we wish to reduce an instance of this problem to the existence problem in symmetric game structures.

Let $M$ be a deterministic two-counter machine and let $(q_0, c_0, d_0)$ be an initial configuration. From this we create a symmetric game structure with 2 players $G = (G, (\text{Nei}_i), (\pi_{i,j}), (\equiv_i), (\Omega_i))$ where $\text{Nei}_1 = (2), \text{Nei}_2 = (1), \pi_{1,2} = (2, 1), \pi_{2,1} = (2, 1)$ and $(s_1, s_2) \equiv_i (s'_1, s'_2)$ iff $s_1 = s'_1$ and $s_2 = s'_2$ for $i = 1, 2$.

The arena $G$ consists of two disconnected parts. It is shown in Figure 12, but without $G'$. The idea is that player 1 will start in $s_{1,0}$ and player 2 will start in $s_{2,0}$. They start by playing a matching penny game and afterwards player 2 will play in $G'$ which simulates the counter machine $M$. Then we will design the objectives so player 2 wins if he acts according to the rules of the counter machine and reaches a halting state. If he does not reach a halting state he wins if the two players choose different coins initially and otherwise player 1 wins. In this way, if there is a legal, halting run of the counter machine then there is a Nash equilibrium where player 2 wins and player 1 loses. If there is no legal halting run then the game is essentially reduced to a matching
penny game which has no Nash equilibrium.

Formally, the way we do this is let $G'$ consist of the control states of $M$ with the state connected to $s_{2,H}$ and $s_{2,T}$ being $q_0$. Then for all $i,j$ there will be an action $C+$ taking the play from $q_i$ through an intermediate state $C+_{ij}$ to $q_j$ if $\Delta(q_i) = (inc, C, q_j)$ for some counter $C \in \{c, d\}$ as illustrated in Figure 13.

![Figure 13: Construction of incrementation module](image)

In addition for all $i, j, k$ there will be an action $C-$ and an action $C0$ respectively taking the play from $q_i$ through intermediate states $C-_{ij}$ to $q_j$ and $C0_{ik}$ to $q_k$ if $\Delta(q_i) = (dec, C, q_j, q_k)$ for some counter $C \in \{c, d\}$ as illustrated in Figure 14.

Additionally, we add a self-loop to the halting state $q_F$. For a finite path $\rho$ we now define

$$C_\rho = |\{k \mid \rho_k = C+_{ij} \text{ for some } i,j\}| - |\{k \mid \rho_k = C-_{ij} \text{ for some } i,j\}|$$

When given an initial value $c_0$ and $d_0$ of the counters we then define the objectives such that player 2 loses in all plays $\rho$ that contains a prefix $\rho_{\leq k}$ such that state $\rho_k = C-_{ij}$ and $C_0 - C_{\rho_{\leq k}} < 0$ for some $C, i$ and $j$ to make
Figure 14: Construction of decrementation module

sure player 2 plays according to the rules of the counter machine and does not subtract from a counter with value zero. In addition, he loses in all plays \( \rho \) that contains a prefix \( \rho \leq k \) such that \( \rho_k = C_{0ij} \) and \( C_0 - C_{\rho \leq k} \neq 0 \) to make sure player 2 does not follow the true branch of a zero test when the value of the counter being tested is not 0. Finally, player 2 wins if he does not violate any of these restrictions and reaches \( q_F \). He also wins if he wins the matching penny game (no matter if he violates the restrictions) and player 1 wins whenever player 2 doesn’t win.

In total this means that there is a Nash equilibrium where player 2 wins if \( M \) halts with initial counter values \( c_0 \) and \( d_0 \). If \( M \) doesn’t halt with initial values \( c_0 \) and \( d_0 \) the game is reduced to a matching penny game which has no Nash equilibrium. Thus, there is a Nash equilibrium in \( G \) if and only if \( M \) halts implying that the existence problem is undecidable. \( \square \)

A.11 Proof of Theorem 25

**Theorem 25.** Suppose \( L \) is a logic interpreted over infinite words. If model checking a formula \( \varphi \in L \) in a rooted, interpreted transition system \((S, T, L, s_0)\) is decidable in time \( f(|S|, |T|, |L|, |\varphi|) \) then the (symmetric) existence problem for \( m \)-bounded suffix strategies in a symmetric game structure \( G = (G, (\text{Nei}_i, (\pi_{i,j}), (\equiv_i), (\Omega^i_l))) \) is decidable in time

\[
O(n \cdot |\text{States}|^{n^2 \cdot m \cdot |\text{Act}|} \cdot f((|\text{States}|^{n+1})^{n-m}, |\text{Act}| \cdot (|\text{States}|^{n+1})^{n-m}, |\text{Prop}|, |\varphi|))
\]

when every player \( i \) has an objective given by a formula \( \varphi_i \in L \) where the proposition symbols occuring are \( \text{Prop} \) and \( |\varphi| = \max |\varphi_i| \).

**Proof.** Let \( L \) be a logic interpreted over infinite words where model checking is decidable in time \( f(|S|, |T|, |L|, |\varphi|) \) for an interpreted transition system
$(S, T, L, s_0)$ and $G$ be a symmetric game structure where every player $i$ has an objective given by a formula $\varphi_i \in \mathcal{L}$. Since there are at most $|\text{States}|^n$ information sets for each player and at most $|\text{Act}|$ actions for each state there are at most

$$\sum_{i=1}^{m} |\text{States}|^{n+|\text{Act}|} = O(|\text{States}|^{n-m|\text{Act}|})$$

different $m$-bounded suffix strategies. Thus, there are at most $O(|\text{States}|^{n^2-m|\text{Act}|})$ different $m$-bounded suffix strategy profiles. Our algorithm will check all these strategy profiles to see if any of them is a Nash equilibrium.

We define an $m$-bounded info matrix as an $n \times m$ matrix where each row contains a sequence of $m$ infosets for each of the $n$ players. We have a special null element $0$ for sequences of information sets shorter than $m$. For a finite path $\rho$ with $I(\rho) = (I_0^0, ..., I_n^0) ... (I_0^n, ..., I_n^n)$ we define $M_m(\rho)$ as the $m$-bounded info matrix

$$M_m(\rho) = \begin{bmatrix} I_0^{\rho|0-m+1} & \cdots & I_0^{\rho|1} \\ \vdots & \ddots & \vdots \\ I_n^{\rho|0-m+1} & \cdots & I_n^{\rho|1} \end{bmatrix}$$

where we define $I_i^j = 0$ for all $i$ when $j < 0$. There are at most $(|\text{States}|^{n+1})^{n-m}$ different $m$-bounded info matrices. The outcome of an $m$-bounded strategy profile will have the form $\pi \cdot \tau^\omega$ with $|\pi| + |\tau| \leq (|\text{States}|^{n+1})^{n-m}$ since an $m$-bounded info matrix of a path uniquely identifies the last state configuration of the path and since the players will repeat the same play when reaching a repeated info matrix.

For a given $m$-bounded suffix strategy profile $\sigma$ we can now check in time $O(n \cdot f((|\text{States}|^{n+1})^{n-m}, (|\text{States}|^{n+1})^{n-m}, |\text{Prop}|, |\varphi|))$ which players win and which players lose. For the players losing in $\sigma$ we check if they can improve from $\sigma$ in which case $\sigma$ is not be a Nash equilibrium. For a given player $i$ who loses in $\sigma$ we do the check as follows. We create an interpreted transition system $\mathcal{T} = (S, T, L, s_0)$ where the set of states $S$ is the set of different info matrices and the transition relation $T$ is defined so $(M, M') \in T$ if and only if there is an action for player $i$ taking the play from info matrix $M$ to info matrix $M'$ given that all other players play according to $\sigma$. The labeling of each info matrix is the labeling of the corresponding information set for player $i$, in other words $L(M) = L(M_{i,m})$. The initial state of the transition system is $s_0$ which is the info matrix corresponding to the initial state configuration of $G$. This transition system represents exactly...
the possibilities that player $i$ has to deviate. Note that this is because $\sigma$ is an $m$-bounded suffix strategy profile and therefore the players will always use the same action at a given info matrix. Since player $i$ can improve if and only if there is a path in $T$ satisfying $\varphi_i$ we can do this check in time $f((|\text{States}|^n + 1)^{n-m}, |\text{Act}| \cdot (|\text{States}|^n + 1)^{n-m}, |\text{Prop}|, |\varphi_i|))$. This check is done for every losing player to check if $\sigma$ is a Nash equilibrium.

In total we have $O(|\text{States}|^{n^2-m|\text{Act}|})$ different strategy profiles to check, which can all be checked in time $n \cdot f((|\text{States}|^n + 1)^{n-m}, |\text{Act}| \cdot (|\text{States}|^n + 1)^{n-m}, |\text{Prop}|, |\varphi|))$ where $|\varphi| = \max |\varphi_i|$, which means that the problem is decidable in time

$$O(n \cdot |\text{States}|^{n^2-m|\text{Act}|} \cdot f((|\text{States}|^{n+1})^{n-m}, |\text{Act}| \cdot (|\text{States}|^{n+1})^{n-m}, |\text{Prop}|, |\varphi|)))$$

Note that the algorithm solves the symmetric problem as well, since we can just try all strategy profiles of one player and extend them to symmetric strategy profiles, which is done in a unique way. □
B Discussion of Symmetric Normal-Form Games

Here, we question the definition of symmetric normal-form games introduced in [8] which is as follows

**Definition 31.** A symmetric normal-form game is a tuple \((\{1, \ldots, n\}, S, (u_i)_{1 \leq i \leq n})\) where \(\{1, \ldots, n\}\) is the set of players, \(S\) is a finite set of strategies and \(u_i : S^n \rightarrow \mathbb{R}\) are utility functions such that for all strategy vectors \((a_1, \ldots, a_n) \in S^n\), all permutations \(\pi\) of \((1, \ldots, n)\) and all \(i\) it holds that

\[ u_i(a_1, \ldots, a_n) = u_{\pi(i)}(a_{\pi(1)}, \ldots, a_{\pi(n)}) \]

In [8] and other sources where symmetric games are defined [6, 7, 10, 13, 14, 17] the basic intuition of what a symmetric normal-form game should be is a game where all players have the same set of actions and the same utility functions in the sense that the utility of player should depend exactly on which action he chooses himself and on the number of other players choosing any particular action. However, the definition above does not seem to capture the scenario at hand and might even be erroneous. For two players we agree with the definition, and indeed in [13, 17] it is only defined for two players. In [6, 7, 10, 14] however it is defined such that \(u_i(a_i, a_{-i}) = u_j(a_j, a_{-j})\) whenever \(a_i = a_j\) and \(a_{-i} = a_{-j}\). Here, \(a_i\) means the action taken by player \(i\) and \(a_{-i}\) means the set of actions taken by players other than player \(i\). This definition seems to agree with the intuition about the games which we wish to represent. Another argument against Definition 31 is that it has the following consequence

**Theorem 32.** Using Definition 31 for games with more than 2 players we have for all pairs of players \(i,j\) and all strategy profiles \((a_1, \ldots, a_n)\)

\[ u_i(a_1, \ldots, a_n) = u_j(a_1, \ldots, a_n) \]

In particular, for zero-sum games, we have \(u_i(a_1, \ldots, a_n) = 0\) for all players \(i\) and all strategy profiles \((a_1, \ldots, a_n)\).

**Proof.** We start by looking at games with \(n \geq 3\). First, using the permutation \((2, 3, 1, \ldots)\) we get

\[ u_1(a_1, a_2, a_3, \ldots) = u_2(a_2, a_3, a_1, \ldots) \]

Next, using \((1, 3, 2, \ldots)\) we get
\[ u_3(a_2, a_1, a_3, ...) = u_2(a_2, a_3, a_1, ...) \]

Using \((2, 1, 3, ...)\) gives us

\[ u_2(a_2, a_3, a_1, ...) = u_1(a_3, a_2, a_1, ...) \]

Putting all these together, we have

\[ u_1(a_1, a_2, a_3, ...) = u_1(a_3, a_2, a_1, ...) \]

This means that Player 1 can switch action with Player 3 without changing his utility. This can be done for arbitrary opponents by symmetry and since we can switch actions of all other players without changing the utility using permutations where \(\pi(1) = 1\) we have that \(u_1(a_1, ..., a_n) = u_1(a_{\pi(1)}, ..., a_{\pi(n)})\) for every permutation \(\pi\). And by symmetry, that for every \(i\) and every permutation \(\pi\)

\[ u_i(a_1, ..., a_n) = u_i(a_{\pi(1)}, ..., a_{\pi(n)}) \]

Now consider any two players \(i\) and \(j\) as well as a permutation \(\pi\) such that \(\pi(i) = j\). Then we have

\[ u_i(a_1, ..., a_n) = u_{\pi(i)}(a_{\pi(1)}, ..., a_{\pi(n)}) = u_j(a_{\pi(1)}, ..., a_{\pi(n)}) = u_j(a_1, ..., a_n) \]

using the result above. This means that for any choice of actions of the players, every player will get the same utility. \(\square\)

One could define a class of games with this property, however for the definition at hand the property is not true for games with 2 players, which is a quite strange property of a class of games. We next present our definition, which is equivalent to the definitions from [6, 7, 10, 14] but defined in a form resembling Definition 31

**Definition 33.** A symmetric normal-form game is a tuple \((\{1, ..., n\}, S, (u_i)_{1 \leq i \leq n})\) where \(\{1, ..., n\}\) is the set of players, \(S\) is a finite set of strategies and \(u_i : S^n \rightarrow \mathbb{R}\) are utility functions such that for all strategy vectors \((a_1, ..., a_n) \in S^n\), all permutations \(\pi\) of \((1, ..., n)\) and all \(i\) it holds that

\[ u_i(a_1, ..., a_n) = u_{\pi^{-1}(i)}(a_{\pi(1)}, ..., a_{\pi(n)}) \]

The intuition behind this definition is as follows. Suppose we have a strategy profile \(\sigma = (a_1, ..., a_n)\) and a strategy profile where the actions of the players have been rearranged by permutation \(\pi\), \(\sigma_\pi = (a_{\pi(1)}, ..., a_{\pi(n)})\). We would prefer that the player \(j\) using the same action in \(\sigma_\pi\) as player \(i\)
does in $\sigma$ gets the same utility. Since $j$ uses $a_{\pi(j)}$ this means that $\pi(j) = i \Rightarrow j = \pi^{-1}(i)$. Now, from this intuition we have that $u_i(a_1, ..., a_n) = u_j(a_{\pi(1)}, ..., a_{\pi(n)}) = u_{\pi^{-1}(i)}(a_{\pi(1)}, ..., a_{\pi(n)})$. Apart from this intuition, the new definition can be shown to be equivalent to the one from [6, 7, 10, 14]. The reason that we agree with Definition 31 for 2 players is that $\pi = \pi^{-1}$ for all permutations $\pi$ of 2 elements.